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Abstract

Extreme temperature events (ETEs) have evolved alongside the warming cli-

mate over most parts of the world. This study provides a statistical quantifica-

tion of how human influences have changed the frequencies of extreme

temperatures in New Zealand, depending on the synoptic weather types. We

use the ensembles under pre-industrial conditions (natural scenarios with no

human-induced changes) and present-day conditions (anthropogenic scenar-

ios) from the weather@home regional climate model. The ensemble simula-

tions under these two scenarios are used to identify how human influences

have impacted the frequency and intensity of extreme temperatures based on

their connection to different large-scale circulation patterns derived using self-

organizing maps (SOMs). Over New Zealand, an average two to three fold rise

in frequencies of extremes occurs irrespective of seasons due to anthropogenic

influence with a mean temperature increase close to 1�C. For some synoptic

situations, the frequency of extremes are especially enhanced; in particular, for

low-pressure centres to the northeast of New Zealand where the frequency of

occurrence of daily temperature extremes has increased by a factor of

7 between anthropogenic and natural ensembles for the winter season, though

these synoptic patterns rarely occur. For low-pressure centres to the northwest

of New Zealand, we observe high temperatures frequently in both anthropo-

genic and natural ensembles which we expect is probably associated with

warm air advection from the Tropics. The frequency of occurrence of high

temperatures in these synoptic patterns has also increased by a factor of

2 between the natural and anthropogenic ensembles. For these synoptic states,

the extremes are observed in the North Island and along the east coast of the

country with the highest temperature along the Canterbury coast and North-

land. The change between the natural and anthropogenic ensembles is largest

on the west coast along the Southern Alps for all the synoptic circulation

types.

Abbreviations: ETE, extreme temperature events; EWE, extreme weather events; GHGs, greenhouse gases; SOM, self-organizing map.
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1 | INTRODUCTION

The Intergovernmental Panel on Climate Change (IPCC)
has frequently highlighted that, along with changes in
the global mean surface temperature, the frequency and
intensity of extreme weather events (EWE) has increased
since the pre-industrial era (e.g., Masson-Delmotte
et al., 2021). The rise in the concentrations of greenhouse
gases (GHGs) in the atmosphere, which is driven primar-
ily by human activities, is the main reason for the
increasing frequencies and severity of EWEs (Masson-
Delmotte et al., 2021). Anthropogenic increase in GHG
concentration from 1951 can explain more than half of
the observed increase in surface temperature according
to Masson-Delmotte et al. (2021), Bindoff et al. (2013)
and Hegerl et al. (2007) and with every degree of warm-
ing, unprecedented extreme events are to be expected
(Fischer and Knutti, 2015). This change in both the
severity and frequency of EWEs has been observed
recently (Philip et al., 2021) and it impacts people and
the economy in various ways, hence it is necessary to
understand and estimate the impact of anthropogenic
warming on such extremes (Douris and Kim, 2021).
Within New Zealand extreme event attribution and the
economic risks associated with EWEs is an active area
of research (Frame et al., 2020; Stone et al., 2021; Tra-
dowsky et al., 2022).

As the atmosphere warms, the distribution of temper-
atures shifts towards positive anomalies, leading to more
frequent hot days and fewer cold extremes. Each EWE
arises via a complex interaction of natural and anthropo-
genic factors. The special report on global warming of
1.5�C by the IPCC (Masson-Delmotte et al., 2018) exam-
ined various attribution analyses and concluded that the
estimated anthropogenic global warming signal simu-
lated under elevated anthropogenic GHG concentra-
tions correlates with the observed warming. Hence,
attribution studies need to be carried out to understand
the influence of anthropogenic forcings and to predict
the response of the climate system with respect to fur-
ther increasing GHGs.

New Zealand had a cooler climate in the 19th century
(Salinger et al., 1996), but global warming has caused a
rise in surface temperatures, leading to trends in climate
extremes (Salinger and Griffiths, 2001). Studies by Fol-
land and Salinger (1995), Manton et al. (2001) and Salin-
ger and Griffiths (2001) all noted significant increasing

trend in temperatures for the South Pacific regions and
that these trends were linked to changes in synoptic cir-
culations and regional warming. Mullan (2012),
Caloiero (2017) and Salinger et al. (2020a) also noted a
linear warming trend over New Zealand and a significant
contribution towards this warming was attributed to
anthropogenic rise in GHGs (Dean and Stott, 2009). Evi-
dence of anthropogenic forcings on 2013 New Zealand
drought event was detected by Harrington et al. (2014).

Changes in synoptic-scale circulation patterns also
influence the nature of weather systems and affect
extreme events (Horton et al., 2015). Most of the key
meteorological variables such as temperature, wind and
precipitation are strongly influenced by these circulation
patterns. Circulation changes in the late 1940s and the
mid-1970s associated with an increase in temperature in
New Zealand were detected by Salinger and Mullan
(1999). Research by Horton et al. (2015) identified that it
is likely that anthropogenic influences have altered these
circulation patterns and their frequency of occurrence.
Hence trends in extreme temperatures have been related
to atmospheric circulation changes over the 1979–2013
period according to Horton et al. (2015). For example, in
most of the extreme heat events around the globe, there
is one common feature in their composition, that is, a
high-pressure synoptic system. Typically, such a system is
known as a “blocking high” and is a stationary system
with a centre of high pressure that remains in the same
location for a longer period of time and at a higher lati-
tude than normal (Perkins, 2015). Blocking patterns are
often associated with subsidence of air (high surface pres-
sure), clear skies and associated warming (Horton
et al., 2016). These types of persistent highs have been
responsible for numerous heatwaves over Australia
(Marshall et al., 2014).

Locations of these synoptic circulation types or the
high- and low-pressure systems around New Zealand also
influences temperature and precipitation events as they
steer the direction of airflow onto the landmass (Figure 1).
The influence of southerly and northerly flow variability
on the temperatures of New Zealand has long been recog-
nized (e.g., Trenberth, 1976). In particular, cold southerly
or warm northerly air flow associated with different circu-
lation types, in turn, affect precipitation patterns (Prince
et al., 2021), glacial properties like ablation (Hay and
Fitzharris, 1988) and can even impact pollution events as
noted by Fiddes et al. (2016). Hence the locations of these
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circulation patterns and their influence in controlling the
airflow to the landmass are also important while studying
extremes. Several classifications associated with circulation
types over New Zealand have been carried out and the fol-
lowing ones represent those most widely used classifica-
tions. Trenberth defined weather regimes based on the
pressure level indices (Trenberth, 1976) followed by Kid-
son, who classified the main synoptic circulation types
over New Zealand into 12 major types (Kidson, 2000).
Jiang later on derived 12 clusters of synoptic patterns using
K-means clustering (Jiang, 2011).

Understanding the connection between specific circu-
lation patterns and extreme temperatures and estimating
their variation in scenarios with and without anthropo-
genic influences can provide an important attribution
context for the occurrences of EWEs over New Zealand.
The present study focuses on identifying and quantifying
the frequency of occurrence, as well as the intensity, of
extreme temperatures in scenarios representative of both
natural pre-industrial conditions (also known as counter-
factual or natural condition [NAT] with no human-
induced changes) and present-day conditions (also known
as factual or anthropogenically forced simulations [ANT])
from the weather@home regional climate model (Massey

et al., 2015; Black et al., 2016). Ensembles under these two
conditions are used to identify statistically whether
increases in anthropogenic influence have impacted the
likelihood and intensity of extreme temperatures and the
extent to which these changes can be ascribed to the dif-
ferent large-scale circulation patterns occurring over
New Zealand. We use a clustering method called the self-
organizing maps (SOMs) (Kohonen, 2001) to identify the
representative circulation features over New Zealand. We
examine the probability distributions and spatial vari-
ability of daily maximum (Tmax ) and daily minimum
(Tmin ) temperatures over New Zealand associated with
each synoptic pattern. Extreme temperatures are calcu-
lated based on the percentile threshold values which are
detailed in the coming sections. Finally, we composite
the circulation patterns associated with more frequent
extreme temperatures to understand how the intensity
and frequency are affected at various regions around
New Zealand and how circulation patterns contribute to
the frequency of temperature extremes.

2 | DATA AND METHODOLOGY

2.1 | Datasets

In this study, we use two sets of data for the analysis.
Mean sea level pressure (MSLP) data from both ERA5
(Hersbach et al., 2020) and weather@home (w@h)
(Massey et al., 2015) datasets are used to generate synop-
tic circulation patterns using the SOM clustering tech-
nique. The gridded ERA5 reanalysis succeeds the
ERA-Interim reanalysis (Dee et al., 2011). Forty-one years
(1979–2019) of MSLP data from ERA5 (0.25� × 0.25� res-
olution) were interpolated and resampled to the resolu-
tion of w@h (0.44� × 0.44� resolution), such that they
could together be used for training the SOM algorithm.

Weather@home (Massey et al., 2015) is a regional cli-
mate modelling system which runs as part of
“climateprediction.net” (Allen, 1999). This distributed
computing project harnesses the spare computing power
donated by volunteers worldwide, enabling the creation
of extremely large ensembles of simulations (order sev-
eral thousands of members). In w@h, the UK Met Office
global model HadAM3P (Pope et al., 2000) is run with
the regional model HadRM3P (Jones et al., 2004) embed-
ded within it. In the Australia-New Zealand region—
w@h ANZ (Black et al., 2016), w@h is configured to run
over the CORDEX Australasian domain (Evans, 2011).

The atmosphere-only global and regional models are
based on the atmospheric component of the UK Met
Office Hadley Centre Climate Model HadCM3 (Gordon
et al., 2000) and need to be supplied with sea surface

FIGURE 1 Topographical map of New Zealand constructed

using the ETOPO1 Global Relief Model data with regions marked

(Amante and Eakins, 2009) [Colour figure can be viewed at

wileyonlinelibrary.com]
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temperatures and sea ice fraction at their lower boundary.
Here, these were taken from the UK Met Office Opera-
tional Sea Surface Temperature and Sea Ice Analysis
(OSTIA) dataset (Donlon et al., 2012). In addition, the
models were supplied with values of well-mixed GHGs
(CO2, CH4 and N2O), ozone, aerosols, halocarbons and
sulphur species; in this case, these were prescribed to fol-
low those used in the Coupled Model Intercomparison
Project 5 (CMIP5; Taylor et al., 2012), with the RCP8.5
emissions scenario followed after 2005 for GHGs and
aerosols.

In order to quantify the effects of anthropogenic influ-
ence, a so-called “natural” (NAT) or “counterfactual” set
of simulations was created, which models “the climate
that might have been” in the absence of anthropogenic
influence. For these NAT simulations, values of the
atmospheric composition were set to pre-industrial
values and several estimates of the naturalized SST forc-
ing were supplied. NAT SSTs were computed by taking
the attributable warming patterns in SST from CMIP5
global coupled models, plus a multimodel mean, and sub-
tracting them from the OSTIA present-day fields; in this
way an attempt is made to span the inherent uncertainty
in the counterfactual SST state.

Very large ensembles of simulations of the anthropo-
genic (ANT) and natural (NAT) worlds were created by
introducing a small perturbation into the initial condi-
tions of each model simulation, representing the chaotic
“noise” inherent in the climate system and enabling an
estimate of the range of possible climate and weather
states. As described by Black et al. (2016), 1,740 perturba-
tions were applied, but these can be applied to various
initial condition states, enabling the creation of any num-
ber of realizations. The natural climate forcings, volcanic
aerosol and changes in solar irradiance, were common to
both, and there was no change in the land surface types
between the two sets of simulations. Here, we used 2,908
ANT and 2,916 NAT simulations of the year 2014 (actu-
ally December 2013 through to November 2014). While
not a multiyear climatology, the large ensembles do
enable inferences to be made about anthropogenic influ-
ence on climate as these thousands of ensemble members
are designed to represent the range of internal variability
(Black et al., 2016). We are doing a model-to-model (ANT
and NAT) comparison in this study using w@h tempera-
tures and our entire analysis has been completed over the
temperature anomaly fields such that any biases in the
model ensembles are avoided.

2.2 | Self-organizing map

Self-organizing maps (SOMs), also known as Kohonen
maps, are a form of artificial neural network that

performs unsupervised clustering of data
(Kohonen, 2001). SOMs are similar to traditional cluster
classification methods such as k-means clustering, but
tend to classify events more uniformly and provide a
mechanism to visualize the complex distribution of syn-
optic states while treating data as a continuum (Hewitson
and Crane, 2002). SOMs generate patterns using an unsu-
pervised neural network trained with a competitive
learning algorithm such that it adjusts a set of reference
vectors or nodes on the basis of differences between the
reference vector and each input field. Node weights are
adjusted based on their proximity to “winning” nodes
(i.e., nodes that most closely resemble a sample input).
Training over many iterations of input datasets results in
grouping similar patterns together and keeping dissimilar
ones separate.

The first step of the SOM algorithm is to present a ran-
dom subsample set from the whole data to initialize the
SOM. This random initialization generates a set of nodes
which act as the reference vectors. Later, as new fields are
presented to the SOM, the similarity between the input
data and the reference vector nodes is calculated. Identify-
ing the best matching unit (BMU) is completed by running
through all reference vectors and calculating the Euclid-
ean distance from each input data vector to the reference
vector. The shortest distance between the reference vector
and the input vector is the winning node and is labelled as
the BMU. While there are numerous ways to determine
the distance, however, the most commonly used method is
the Euclidean distance (d), which is also the distance met-
ric used in this study,

d=argmin jx−mijf g,

where x is the input vector which is compared with a set
of i reference nodes mi to identify the BMU which then
gets modified along with its neighbour nodes. The learn-
ing rate determines how this adjustment is related to the
difference between the reference vector and the input
data and is defined within the SOM setup. During the
training iterations the best matching vector and its neigh-
bours are updated using the algorithm,

mi t+1ð Þ=mi tð Þ+hdi tð Þ x tð Þ−mi tð Þ½ �,

where t is the step index and hdi tð Þ is the neighbourhood
function of the kernel given by

hdi tð Þ=α tð Þexp jrd−rijð Þ2
2σ2 tð Þ

 !
,

where α tð Þ is the learning rate which decreases with time
in the range [0,1], σ tð Þ is the width of the neighbourhood

1254 THOMAS ET AL.

 10970088, 2023, 3, D
ow

nloaded from
 https://rm

ets.onlinelibrary.w
iley.com

/doi/10.1002/joc.7908 by M
inistry O

f H
ealth, W

iley O
nline L

ibrary on [20/06/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



function which determines the range of the neighbour
nodes examined when updating the vectors, and rd and ri
are the radius vectors for reference vectors d and i. The iter-
ation process continues through several cycles until there is
no further modification of the neighbour nodes. Thus, the
SOM nodes are adjusted for all the iterations along all the
input data until convergence is acquired. Thus, the resultant
map will have neatly distributed and organized patterns in
the data space with an expectation of a very small average
quantization error. The quantization error is the average of
all the minimum Euclidean distances.

Many methodological choices must be made before
defining a SOM. For the input data, we choose to use
41 years of MSLP data (1979–2019) from ERA5, and ran-
domly pick 41 simulation years from each of thousands
of w@h ANT, and w@h NAT simulations, to train the
SOM. Here both the reanalysis dataset and w@h factual
and counterfactual simulations are used to incorporate
realism into the circulation patterns obtained from
the SOM. Training the SOMs on both ERA5 and
weather@home datasets results in a more robust train-
ing that benefits from ERA5 being a good representa-
tion of real-world variability and the large ensemble
size of the w@h data that can also produce patterns of
variability that, while realistic, may not have been
observed in the historical ERA5 record. This is very simi-
lar to the methodology used by Mason et al. (2015) and
McDonald et al. (2016). This is the initial step along with
the number of nodes being defined by the user.

Different sets of SOMs, with different node configura-
tions, are tested to find the optimal SOM parameters, such
as the learning rate and the width of the kernel which influ-
ences the modification of neighbouring nodes, such that the
quantization error is minimized (McDonald et al., 2016).
The choice of the number of the SOM nodes is also partially
defined by how detailed the representative synoptic patterns
should be as each node represents a circulation type. Too
many nodes/synoptic patterns will be impractical to sepa-
rate and distinguish between each other, whereas too few
nodes may not be able to represent all the changes in the
synoptic state and will be too general (Loikith et al., 2017).

Various numbers of nodes were examined ranging
from 10 to 30 nodes and pattern correlations were ana-
lysed to define the ideal size of the SOM. After quantita-
tively and qualitatively assessing the results obtained
from the smaller and the larger node numbers, we con-
cluded that a (12 nodes) configuration captured the range
of synoptic circulation features and variability well and
was compact enough to allow physical interpretation.
Given that the SOM mapping places similar nodes
together, it can be seen in Figure 2a that there is a well-
defined pressure gradient that develops across the SOM
nodes from top left to bottom right. All the pressure

patterns are also unique and distinguishable. All the
dominant high-pressure systems (anticyclones) are
grouped towards the top left corner of the figure while all
the nodes representing low-pressure circulation patterns
are aligned at the bottom right area and the moderate
pressure types on the diagonal between these two
extremes (Figure 2a). Many synoptic patterns observed
here are similar to the Kidson synoptic types described in
Kidson (2000), which are trough patterns (low pressure
over and east of the country) (similar to nodes 3, 6, 12),
zonal types (intense anticyclones north of 40�S and
strong westerlies to the south of the country) (nodes 5, 9)
and blocking patterns (high centres lying to the south
and east of the analysis region; nodes 1, 4). Kidson's types
are referred to here due to the similarity of patterns even
though using these synoptic classification types in a gen-
eral circulation models (GCM) outputs over New Zealand
is not effective. Prior work by Parsons et al. (2014) states
that Kidson's types is not identified to be sensitive
enough to relate subtle regional climate change signals in
the model due to the model uncertainty.

The pressure anomaly in Figure 2b shows how well
the pressure patterns are arranged around New Zealand.
The positions of pressure patterns change around the
landmass in a continuous manner as we move from one
node to another. Low-pressure centres shift from west to
east of the landmass as we move from left to right. To
ascertain the robustness of the appropriate SOM node
selected, the pattern correlation between the different
synoptic systems represented by each node in the SOM
and all the data for each day assigned to that node was
analysed for both the ANT and NAT ensemble simula-
tions. Days with circulation patterns similar to each SOM
node are identified using the Euclidean distance and then
clustered together for the correlation calculation. The
methodology used here is similar to that in Gibson et al.
(2016) and McDonald and Parsons (2018). Figure 3 shows
the distribution of the Pearson correlation coefficients for
each node, which demonstrates the quality of the SOM
classification. The mean correlation value for all the
nodes is above 0.5 which is a good indicator that each
node in the SOM is representative of its members. As the
pressure values do not show much variability in the
anthropogenic atmosphere, the correlation patterns for
both ANT and NAT are very similar (not shown).

To visualize the relationship between the SOM nodes,
we also create a Sammon map (Sammon, 1969) from the
SOM output. Sammon maps take the higher dimensional
SOM representation, and use statistical relations between
each SOM node and its neighbours, and projects that
information onto a two-dimensional space. A Sammon
map for our SOM is shown in Figure 4. The Euclidean
distances are calculated between different SOM nodes

THOMAS ET AL. 1255
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and are reduced to a less complex two-dimensional array
which is easily visualized and interpreted. The Sammon
map provides a clear idea of the position of each node rel-
ative to every other node so that we can potentially group

similar nodes into larger clusters within our SOM. For
example, nodes 3 and 6 are closer and more similar to
each other than any other nodes forming a cluster within
the SOM. We also see that the Sammon map represents a

FIGURE 2 (a) 4 × 3 SOM (12 nodes)

derived from w@h MSLP fields and ERA5

MSLP fields over the New Zealand domain.

(b) Same specifications as that of (a) but the

anomaly pressure patterns. The climatology

used to calculate the anomaly is the average

of all the data that goes into training the

SOM, that is, ANT, NAT and ERA5 datasets.

Node 1 corresponds to the top left pattern

(high pressure) and node 12 to the bottom

right (low pressure) [Colour figure can be

viewed at wileyonlinelibrary.com]
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relatively uniform grid which is a sign of a well-
functioning classification.

Climate extreme indices defined by the Expert
Team on Climate Change Detection and Indices
(ETCCDI) (Zhang et al., 2011) (www.wcrp-climate.org/
etccdi) are used to examine the temperature variation
between the two forcings—ANT and NAT. Two
percentile-based indices TX90p (percentage of days
when (Tmax )> 90th percentile, also known as percentage
of warm days) and TN90p (percentage of days when
(Tmin )> 90th percentile or percentage of warm nights)
are used in this study. Extreme temperatures associated
with SOM nodes are also computed in the later analysis,
where extreme temperatures are determined using a
threshold of 90th percentile of NAT simulations. The fre-
quency analysis is based on area averaged (land points
over New Zealand) 90th percentile values, whereas for
spatial analysis the ensemble simulations are averaged at
each grid point.

FIGURE 3 Boxplots of Pearson pattern correlation coefficients between the 12 circulation patterns in the SOM and (a) ANT w@h ensemble

simulation which match best with each node using the Euclidean distance measurement (b) similar to (a) but for NAT w@h ensembles. p-values

quantify the statistical significance of the correlation test. If the p-value is lower than .05, then there is a significant correlation between the

variables [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 4 Sammon map for the 4 × 3 SOM (Figure 2). The

numbers indicate each node in the SOM and they are positioned in

the plane relative to its similarity with the neighbour nodes [Colour

figure can be viewed at wileyonlinelibrary.com]
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3 | RESULTS AND ANALYSIS

3.1 | Temperature distribution

The distribution of some of the climate extremes indices
defined by the ETCCDI are analysed to provide an initial
insight into how temperatures vary for the different
ensembles and seasons. We use percentile-based thresh-
old indices which identify the exceedance rate above the
90th percentile (90p) for daily maximum temperatures
(denoted as TX90p also known as percentage of warm
days) and daily minimum temperature (TN90p or per-
centage of warm nights). All the simulations from the
NAT ensemble are used to determine the 90th percentile
threshold, based on which TX90p and TN90p are calcu-
lated. TX90p is the percentage of maximum temperature
(Tmax ) above the 90th percentile for each simulated year

and TN90p is the percentage of minimum temperatures
(Tmin ) above the 90th percentile which is the warm
nights for each simulated year. The distributions of
TX90p and TN90p are shown in Figure 5 for the South-
ern Hemisphere winter (JJA) and summer (DJF). Since
we use the 90th percentile of NAT simulations as the
threshold, the TX90p and TN90p indices are always 10%
for the NAT ensemble as seen in the figures (Figure 5). It
is clearly observed that the anthropogenic ensemble has
a higher occurrence of extreme warm days than the natu-
ral ensembles in both seasons. The extremes in the pre-
industrial scenario occur only due to natural variability
whereas both natural variability and changes due to
anthropogenic signals contribute towards the extremes in
the ANT world which explains the higher occurrence of
the percentage of warm days in the ANT ensemble. The
winter season (JJA) TX90p shows the largest differences

FIGURE 5 Probability distribution of percentile-based temperature extremes indices from ETCCDI for w@h ANT and NAT model

ensembles (a) TX90p for JJA, (b) TX90p for DJF, (c) TN90p for JJA, (d) TN90p for DJF. The baseline (90th percentiles values) used for

calculating the indices are the 90th percentiles from the NAT ensembles [Colour figure can be viewed at wileyonlinelibrary.com]
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between the two ensembles, with ANT experiencing
warm days up to 25% of the time while individual years
from the NAT ensembles have only 9–10% (Figure 5),
which can be observed from the peaks of the distribution.
Thus, on average extreme warm temperatures, as defined
by the exceedance of the 90th percentile within the NAT
ensemble, occur more than twice as often in the ANT
than the NAT.

To understand how the maximum and minimum
temperature extremes vary in frequency and intensity in
relation to different circulation types, we group the days
with the same circulation types together based on the
SOM patterns identified in Figure 2. The MSLP circula-
tion patterns and the associated extreme daily tempera-
tures (Tmax and Tmin ) for all the simulations of both
ANT and NAT ensembles from the w@h model output
are examined. The low-pressure systems are generally
associated with cloudy and wetter weather conditions,
typically with lower temperatures than usual, whereas
high-pressure systems will often have dry and clear
skies with a larger solar insolation at the surface lead-
ing to higher temperatures and larger diurnal varia-
tions. The large-scale synoptic pressure patterns also
contribute to modulating temperatures by advecting air
masses from either the equatorial belt or from the
south. The temperatures associated with these synoptic
circulation types will also vary with seasons causing
intraseasonal variability (Kidson, 2000). In this study,
our analysis is carried out in winter (JJA) and the sum-
mer (DJF) where there is a seasonal temperature
change of 9–10�C and variation due to latitude from
14 to 9�C as we move from the North Island to the
South Island. The other two seasons, autumn and
spring, have moderately milder temperatures across the
country and are not detailed for brevity.

The temperature anomalies are calculated relative to
the climatology of all simulations in each ensemble and
then the distributions are computed by mapping all
daily fields to the appropriate SOM node using the
Euclidean distance metric. As we are separating the
temperature variables according to seasons, the mean
and anomalies are different corresponding to the season.
The probability density functions (PDFs) of the daily
temperature anomalies for each circulation pattern
(Figure 6) clearly identifies that anthropogenic forcing
causes higher temperatures in all the synoptic weather
regimes (all the 12 nodes from Figure 2a) irrespective of
the seasons JJA (Figure 6a,b) and DJF (Figure 6c,d).
Certain nodes like 4, 7, 8, 10 and 11 which are associ-
ated with low-pressure to the west of the country and
which are related to a meridional flow (see Figure 2a)
tend to be associated with positive anomalies. Both the
spatially and ensemble averaged mean temperatures

anomalies associated with each node/circulation type
are higher in the anthropogenic ensemble than the nat-
ural ensemble. The tail of the PDF which represents the
rarer temperatures will be investigated later, but is also
clearly shifted to higher temperatures and higher occur-
rence rates.

If we consider the percentage occurrence of the syn-
optic weather patterns for each day (percentage of days
mapped to each node which is same as the percentage
frequency of occurrence of Tmax and Tmin ; numbers inset
each node in Figure 6) the largest variations in the fre-
quencies of occurrence between the different synoptic
types for both ANT and NAT are observed in the summer
season (Figure 6c,d), especially in the left column (nodes
1, 4, 7 and 10). The winter season (Figure 6a,b) has more
uniform occurrences across different synoptic patterns.
The differences in the frequency of occurrences of Tmax

and Tmin in the anthropogenic simulations ANT and nat-
ural simulations NAT for each synoptic type are exam-
ined. In winter, nodes 3, 10 and 12 show the most decline
whereas in summer it is nodes 6, 9 and 12 (see
Figure 2a). This decline of trough-like synoptic patterns
in the ANT ensemble, when compared with NAT, is most
prominent in the summer season. Previous work detailed
in Sturman and Quénol (2013) and Jiang et al. (2013) also
reported that trough weather systems which are related
to enhanced cloud development have declined in fre-
quency, while the zonal (anticyclones north of 40�S and
westerly flow to the south of the country) and anticy-
clones (dominant high-pressure systems) have increased
in occurrence over New Zealand (Sturman and
Quénol, 2013). The corroboration of this result using the
w@h ensembles gives us some confidence in the predic-
tive power of these simulations.

To further focus our analysis on the extreme tempera-
ture, the exceedance of the minimum and maximum
temperature above a certain threshold is assessed. In this
way the frequency of occurrence of these extremes can be
quantified, in connection to each category of the weather
patterns in the SOM. Following the analysis of the tem-
perature anomaly PDFs in Figure 6, we focus on the
extremes which fall in the high tail of the distribution
curves for daily maximum (T) and minimum (Tmin ) tem-
peratures. Figure 7 represents the distribution of temper-
ature anomalies above the 90th percentile value of the
NAT for the two ensembles (ANT and NAT) over the
New Zealand domain for both winter (Figure 7a,b) and
summer (Figure 7c,d). The percentage frequency of
occurrence associated with each SOM node is calculated
and displayed in each panel. The frequency of occurrence
is the count of total days associated with each node
divided by the count of total days in the respective ANT
and NAT ensemble.
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From Figure 7, the frequency of Tmax and Tmin vary
strongly across different circulation types and also across
seasons. However, it is clear that the anthropogenic
world (ANT) experiences more frequent temperatures
from the ratios of ANT to NAT occurrences. The ratio
varies among the nodes representing different circula-
tion types showing at least a 1.5- to 2-fold rise in the
occurrence of temperature extremes in the ANT

ensemble compared to NAT (Figure 7). Certain nodes
(nodes 2, 3 and 6) show more than a 7-fold rise in the
frequency of extreme temperatures in the ANT com-
pared to the NAT (Figure 7a). However, these synoptic
patterns overall occur rarely. From the frequencies of
occurrences associated with different circulation types,
irrespective of the seasons, nodes 7 and 10 have the
most frequently observed extreme temperature over

FIGURE 6 Tmax and Tmin anomaly probability density functions for the ANT and NAT model ensembles for JJA (a, b) and DJF (c, d)

seasons over the New Zealand domain for corresponding 12 nodes (see Figure 2). The anomalies are calculated using the climatology of the

respective ensembles. The number inset indicates the percentage frequency of occurrence of Tmax and Tmin for each node out of the total

occurrences of ANT (red) and NAT (blue) ensembles. Numbers in the top right box indicate the node number [Colour figure can be viewed

at wileyonlinelibrary.com]
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New Zealand relative to the other nodes. It is notewor-
thy that these nodes are not associated with blocking
circulation types over the landmass, which commonly
produce above normal temperatures largely by subsidence
of air (high surface pressure) and the associated warming
and radiation leading to extreme heat (Kidson, 2000;

Renwick, 2011; Marshall et al., 2014). In fact these nodes
(7 and 10) are associated with low-pressure centres to the
north west of New Zealand, with accompanying flow that
suggests that the advection of warm air from further north
is an important process in the development of extreme tem-
perature (Figure 2).

FIGURE 7 Probability distribution of 90th percentile temperature anomalies for the two model ensembles (ANT and NAT) over the NZ

domain. (a, b) For winter (JJA) and (c, d) for summer (DJF) seasons. The anomalies are calculated using the climatology of the respective

ensembles and the threshold used are the 90th percentile value of NAT ensemble simulations. The number inset indicates the percentage

frequency of occurrence of extreme temperatures for each node out of total occurrences of ANT (red) and NAT (blue). The numbers in the

top right (black) indicate the proportion of ANT to NAT occurrences (ratio). Numbers in the bottom right box indicate the node number.

The NAT and ANT histograms are normalized using the NAT data. Please note that the y-axis for the panels are different [Colour figure can

be viewed at wileyonlinelibrary.com]
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FIGURE 8 Legend on next page.
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Because the persistence of synoptic situations can be
an important factor in heat extremes, we examine how
each of the nodes are related to each other by calculating
the transition probabilities between SOM nodes. The
transition probability represents the probability of mov-
ing from one node of the system to another (Figure 8).
During the winter (Figure 8a,b) there is a tendency for
the same synoptic state to persist in just over half of the
nodes (except nodes 4, 5, 8, 9, 11) with 7 out of 12 nodes
staying in the same circulation type for the next day more
than 40% of the time. We also observe that in winter the
occurrence of different nodes is more uniform (Figures 6
and 7) and the level of persistence is larger (Figure 8). In
contrast, in the summer season (Figure 8c,d), only 4 out
of 12 nodes (nodes 3, 7, 10, 12) are as persistent and
instead have a tendency to transition to the neighbouring
circulation patterns in the SOM. The persistent nodes
tend to stay in the same synoptic state for 50% of the time
compared to the other nodes which persist on average
25% of the time. There is not much notable difference
between the transition probabilities of ANT and NAT as
we move across the SOM nodes, thus, the individual clas-
ses have not become more persistent, that is, it is not just
the individual heat events that are lasting longer. There-
fore, by looking into the Sammon map (Figure 4) and the
transition probabilities, it is possible to identify and then
create broader clusters as also done in Kidson (2000).

3.2 | Composites

Circulation types with low pressure centres to the north-
west of New Zealand (Figure 2), that is, nodes 7 and 10, are
clustered together for further analysis as they are associated
with days that exhibit positive temperature anomalies for
Tmax and Tmin in New Zealand for both ANT and NAT
ensembles (Figure 7). From our probability analysis of tem-
perature anomalies and anomalies above the 90th percen-
tiles during both summer and winter seasons (Figures 6
and 7), it can be seen that these circulation types occur
more often over New Zealand than other synoptic weather
patterns and that their temperatures are higher compared
to most of the other circulation types. Node 7 also has the
highest tendency to transit into node 10 making them excel-
lent candidates for grouping (Figure 8). Hence it is interest-
ing to examine how the frequency and intensity of extreme
temperatures vary between the ANT and NAT scenario
when analysing the synoptic circulation types of node 7 and

10 combined. We use a weighted composite of node 7 and
node 10 which shows that the Tmax and Tmin anomalies
are overall more positive in the summer season than the
winter and that positive anomalies are expected more fre-
quently in the anthropogenic simulations (Figure 9a).
Looking into the extreme temperature anomalies or the
90th percentile of our PDFs it is seen that extreme Tmax

and Tmin are more frequent in the summer seasons
(Figure 9b). However, the impact of the anthropogenic
influence on Tmax is more pronounced during the winter
(2.8 times than that of NAT) as observed from the
ANT/NAT ratio even though extreme days occur more
often in summer (Figure 9b). In the ANT simulations,
the frequency of occurrence of extreme temperature in
both winter and summer are up to 2.2 times on average
that in the NAT. Tmin in summer also shows a similar
rise in the ANT ensemble compared to NAT but has a
slightly less pronounced tendency than Tmax .

The spatial variability of the mean Tmax and Tmin and
extremes (temperatures above the 90th percentiles) also
shows some interesting features. During winter the tem-
peratures in Figure 10 display the highest values over the
Northland region and Auckland regions in both the NAT
and ANT ensembles (Figure 10a). In summer, Canter-
bury is also among the regions experiencing the highest
temperatures (Tmax ) along with the regions in the North
Island (Figure 10b). Summer Tmin in many locations of
North Island are also high (Figure 10b). It can also be
observed that the seasonal variation is more prominent
for Tmax with up to 11�C, while it is 9�C for Tmin . By
examining the difference in temperatures between ANT
and NAT, it is estimated that the influence of anthropo-
genic forcings leads to a large north–south variation in
the temperatures in the ANT ensemble compared to NAT
in the winter season (Figure 10a; ANT–NAT). This varia-
tion is especially enhanced in Southland, Otago and along
the west coast of the South Island (Figure 10a; ANT–NAT)
with difference of up to 2�C at some grid points. The sum-
mer season shows a large rise in temperature along the
North Island in the ANT ensemble compared to NAT
(Figure 10b; ANT–NAT) but with less north–south varia-
tion than the winter season. Across New Zealand, an aver-
age of 1�C temperature increase is observed due to
anthropogenic influences in the ANT simulations for the
circulation types discussed here, that is, the low-pressure
centres to the northwest of New Zealand.

The 90th percentile temperature for the composite are
spatially analysed to understand which regions of

FIGURE 8 Transition probabilities of the synoptic circulation types (colourbar indicating the probability). Numbers indicate the

probability of each highlighted node to transit to its neighbouring nodes. Anthropogenic and natural ensembles for both the winter-JJA

(a, b) and summer-DJF (c, d) season [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 9 Weighted composites of nodes

7 and 10 of circulation patterns (ref Figure 2).

(a) Composites of Tmax and Tmin anomaly

and b) 90th percentile temperature anomaly

distributions of the composite for the NAT

and ANT model ensemble for JJA and DJF

season over New Zealand domain. The

number inset indicates the weighted average

of nodes 7 and 10's percentage frequency of

occurrence of extreme temperatures out of

total occurrences of ANT (red) and NAT

(blue). The numbers in the top right (black) in

(b) indicate the proportion of ANT to NAT

occurrences (ratio) [Colour figure can be

viewed at wileyonlinelibrary.com]
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FIGURE 10 Composite spatial patterns (nodes 7 and 10) for Tmax and Tmin for ANT and NAT ensemble simulations and their

differences at each grid point during (a) winter season (JJA) and (b) summer season (DJF). The numbers in the inset (top left) indicate the

weighted average temperature [Colour figure can be viewed at wileyonlinelibrary.com]
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FIGURE 11 Legend on next page.
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New Zealand are more prone to high temperatures
(Figure 11). The 90th percentile temperatures of the com-
posites are the weighted averaged 90th percentiles of
nodes 7 and node 10 which are calculated at each grid
point for the ANT and NAT ensembles, taking into
account all simulation days that fall within node 7 and
node 10. The spatial pattern of these highest tempera-
tures are similar to those of the patterns for Tmax and
Tmin , that is, they exhibit high winter-time Tmax and
Tmin around the regions of Northland and Auckland in
the upper North Island (Figure 11a). Most of the highest
summer Tmax and Tmin extremes are observed around
coastal Canterbury and Northland (Figure 11b; Tmax and
Tmin ). Extreme (90th percentile) temperatures increase
on an average by 1�C in all locations within
New Zealand due to anthropogenic influences as can be
seen from the rightmost panels of Figure 11a,b showing
ANT–NAT differences. A north–south variation is
observed in winter with regions around the Southern
Alps and west coast of the South Island showing the
highest response to anthropogenic forcings with more
than 1.4�C temperature rise compared to the NAT
ensemble. Summer Tmax shows a rise of almost 1.4�C
along the Waikato regions in the North Island. A change
of up to 1.2�C in the ANT ensemble is observed in certain
locations, such as the west coast and parts of the South
Island. In summary, evaluating how the 90th percentile
of temperatures is shifting due to anthropogenic climate
change for synoptic situations with a low-pressure system
northwest of New Zealand shows that in winter the
Southern Alps and the west coast of the South Island of
New Zealand see the highest increase in their extreme
temperatures, that is, the largest shift in 90th percentile
threshold of Tmax and Tmin . Within summer, the largest
increase of the 90th percentile Tmax is visible in Waikato
and otherwise a tendency to larger increases along the
west coast is visible. For summer the Tmax largely rises
along the west coast of New Zealand specially over Wai-
kato, whereas Tmin has an overall uniform increase of
1�C across the country.

4 | DISCUSSION AND
CONCLUSIONS

Gaining a better understanding of changes in the likeli-
hood of extreme temperatures due to the effects of

anthropogenic climate change is important to prepare for
the related impacts. This study quantifies how anthropo-
genic forcing has influenced temperature extremes in
New Zealand. The SOM-based approach allows us to
understand under which synoptic conditions extreme
temperatures are likely to become more or less frequent
and by how much it varies in occurrence and intensity.
The two meteorological parameters Tmax and Tmin are
classified and clustered based on circulation patterns
derived from a SOM analysis of MSLP. Our analysis sug-
gests that particular synoptic states which favour
enhanced warm air advection from further north of
New Zealand appear to be important in the development
of extreme high temperatures. New Zealand being an
island in the open southwest Pacific Ocean, contrasting
air masses from the subtropics and the Southern Ocean
interact with the circulation systems to strongly control
the weather.

The “weather@home” model has been widely used
for temperature attribution studies, including tempera-
ture extremes, but studies over New Zealand in the litera-
ture are limited. One extreme temperature event
attribution appears in Stone et al. (2022), finding a sig-
nificant anthropogenic influence of increased tempera-
ture extremes in w@h along with other models, but the
main focus of that study was to compare attribution
statements across varying levels of experiment condi-
tioning. For Australia, Black et al. (2015) used w@h
ANZ to identify that prolonged heat extremes, similar to
the 2014 Adelaide event, have increased at least by 16%
due to anthropogenic influence. Similarly, research by
King et al. (2015) showed that w@h ANZ model simula-
tions indicated a rise of hot and extreme hot days in
November by at least 25 and 44%, respectively, in Bris-
bane. Numerous attribution studies from different parts
of the world using w@h ensembles also identify the
effects of anthropogenic forcing on extreme temperature
events, such as Vautard et al. (2020) and Undorf et al.
(2020) for European heat events, Philip et al. (2018) in
the United States and (Sparrow et al., 2018; Van Olden-
borgh et al., 2018; Min et al., 2020) for different regions
over Asia.

A study by Dean and Stott (2009) observed that tem-
peratures over New Zealand are higher when synoptic
patterns are linked to meridional flows. The coupled
ocean–atmosphere summer heatwave in New Zealand in
2017/2018 was associated with a circulation pattern with

FIGURE 11 Composite spatial patterns of 90th percentile Tmax and Tmin for ANT and NAT ensemble and their differences at each grid

point during (a) winter season (JJA) and (b) summer season (DJF). The numbers in the inset (top left) indicate the weighted average of 90th

percentile temperatures of nodes 7 and 10. Pay attention to the scales for the temperatures for JJA and DJF, as they are different [Colour

figure can be viewed at wileyonlinelibrary.com]
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negative pressure anomalies to the northwest of
New Zealand and a northeasterly airflow anomaly was
observed with it (Salinger et al., 2020b). The presence of
an anticyclonic circulation in the northwest of
New Zealand generally brings stable conditions leading
to colder than average days with persistent strong south-
westerly winds (Fiddes et al., 2016). Several studies on
the synoptic climatology of glacial ablation have also
identified that the advection of warm moist air from sub-
tropical areas to the north, creates a strong temperature
gradient leading to high ablation rates (Hay and
Fitzharris, 1988; Basher and Thompson, 1996). The Brew-
ster glacier melt in 2011 was also strongly enhanced due
to warm, moist air masses advected from the northwest
(Kropač et al., 2021). The latest study by Pohl et al. (2022)
states that the major component of temperature variabil-
ity over New Zealand is the advection of warm meridio-
nal air from low latitudes and/or cold dry air from the
poles. In Figure 7 we show that the circulation type with
a low-pressure centre to the northwest of New Zealand
and associated poleward flow, is associated with frequent
extreme temperatures over the region. This may be due
to the capability of these synoptic types to advect air
masses originating over warm subtropical waters with
higher sea surface temperature.

From our analysis of the temperature anomaly PDFs
and spatial analysis of Tmax and Tmin and their 90th per-
centiles, we highlight the following major conclusions:

1. The PDFs of Tmax and Tmin and their 90th percentiles
show that, on average (of all the nodes), in both the
summer and winter seasons, New Zealand experi-
ences a 2.5 to 3-fold rise in the frequency of Tmax and
Tmin compared to the NAT ensemble due to the
anthropogenic forcing. In particular synoptic circula-
tion types, changes as large as a 7 to 7.5-fold rise in
Tmax extremes are observed in the ANT ensemble
compared to the NAT, though these circulation pat-
terns occur rarely. This highlights the importance of
circulation type in determining how the frequency of
extreme temperatures may change due to anthropo-
genic influences. We also identify that the trough-like
patterns show a decrease in frequency in the ANT
ensemble compared to NAT as previously identified in
observations by Sturman and Quénol (2013) and Jiang
et al. (2013).

2. Out of the 12 different synoptic circulation types
defined, the ones with a low-pressure centre to the
northwest of New Zealand are associated with the fre-
quent extremes. These circulation types are accompa-
nied by meridional advection of warm air masses,
which is an important determinant of extreme heat.
Looking into the composites of these circulation

patterns, the frequency of occurrence of Tmax and
Tmin in the anthropogenically forced ensemble is
almost 2.2 times that of the NAT for both the seasons.
Seasonal variability shows that the summer season is
more prone (almost double) to anthropogenic forced
extreme temperatures than the winter in the compos-
ites 9.

3. The spatial variability of the temperatures shows
seasonality in the composite synoptic conditions
(types with a low-pressure centre to the northwest
of New Zealand, that is, nodes 7 and 10). In winters
the highest temperatures are observed in Northland
and Auckland regions, whereas in summer, it
extends from the Canterbury region through the
east coast of the country to Southland along with
the Northland and coastal regions in the North
Island. Analysing differences caused by anthropo-
genic influence in the ANT and NAT ensemble,
winter seasons exhibit a north–south variation with
the southern part of the South Island having 1.5–
2�C extra warming compared to the NAT ensemble
for the Tmax and Tmin and almost 1.4�C variation in
the extreme temperatures. In summer there is an
east–west variation with an average of 1.5�C more
warming in the ANT ensemble for both Tmax and
Tmin and their extreme temperatures (90th percen-
tiles). Overall, in association with these circulation
types, the w@h ensemble simulations show that
New Zealand experienced at least 1�C of tempera-
ture rise in all regions due to anthropogenic climate
change. The west coast and Southern Alps region
have the highest change in extreme temperatures
when nodes 7 and 10 occurs.

Under an anthropogenic scenario extreme tempera-
ture anomalies are larger due to the effect of anthropo-
genic forcings compared to the natural pre-industrial
conditions. Overall, the frequency of New Zealand tem-
perature extremes shows at least a 2-fold rise compared
to a world devoid of anthropogenic warming irrespec-
tive of the season and synoptic condition. Some synoptic
patterns show a large variation in the frequency of
extremes when comparing ANT and NAT ensemble sim-
ulations with up to a 7-fold rise in the winter season,
however, these synoptic patterns (e.g., node 1 and 2)
rarely occur. The Tmax , Tmin and the extremes for the
composite circulations also increased by at least 1�C in
all the locations of New Zealand within the anthropo-
genic ensemble, with higher values over the mountains
of the Southern Alps, where the maximum increase is
almost 2�C. Harrington (2021) also observed a similar
trend in several regions, particularly over the North
Island, which shows more than a doubling in the number
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of hot days in the most recent decade for both November
and March. Using large ensembles of simulations from
the w@h model NAT and ANT datasets we observe that
human influence is increasing the frequencies and inten-
sities of extreme temperatures over New Zealand and
that these variations are sensitive to synoptic circulation
patterns. A better understanding of the anthropogenic
contributions to the increase in extremes is important
such that prompt and precise attribution statements can
be made in the future.
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