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Abstract The circulation over the Ross Sea continental shelf facilitates the exchange between the
Southern Ocean and the Ross Ice Shelf cavity. Here transport and mixing processes control the access of
oceanic heat from the Southern Ocean to the ice shelf base, the formation of sea ice, and the production
of High Salinity Shelf Water (HSSW) in polynyas and hence the subsequent formation of Antarctic Bottom
Water. A climatological ocean-ice shelf coupled model of the Ross Sea Sector including the cavity, with
prescribed sea ice fluxes, was used to examine the details of currents and their seasonal variability over the
continental shelf. A system of two cyclonic and three anticyclonic persistent circulation features has been
identified. Transports steadily increase throughout winter, with individual currents carrying up to 2 Sv, nearly
doubling their minimum. The seasonal modulation is driven by lateral differences in density and subsequent
baroclinic pressure gradients, induced through dense shelf water formation in the Ross Sea and the Terra
Nova Bay Polynas. Wind plays a minor role in ocean momentum variability. Sensitivity experiments suggest
a weakening of transports with increasing wind stress. Horizontal density variations at the ocean surface are
smoothed by the wind. The source of momentum in the cavity is the gravity-driven bottom flow of HSSW,
produced in the Ross Sea Polynya as part of the thermohaline overturning circulation. Tracer experiments
suggest that HSSW forming in the Terra Nova Bay Polynya has no cavity access, but instead is the main
contributor to Antarctic Bottom Water formed in the northwest slope.

Plain Language Summary The cavity beneath an ice shelf (Antarctica’s massive floating glaciers)
contains some of the most remote and poorly sampled waters on Earth. Yet these waters control the
melting and stability of ice shelves and their ability to prevent the accelerated discharge of Antarctica’s
grounded ice sheets into the ocean. Such catastrophic events would cause global sea level rise. Here
computer simulations are used to link together sparse observations and understand the present-day
behavior of the ocean beneath the Ross Ice Shelf, the largest ice shelf on Earth. We focus on the seasonal
patterns and drivers of ocean currents in the Ross Sea which transport heat from deep in the Southern
Ocean to the Ross Ice Shelf. The simulations show that currents are driven by horizontal differences in
density induced by rapid winter sea ice formation on a wind-swept, partially open, ocean. Yet in regions
of more complete sea ice cover stronger winds reduce the circulation by mixing water masses of different
density and smoothing out density differences. Slower currents would carry less heat into the Ross Ice Shelf
cavity, reducing melting there. Establishing the circulation’s indirect wind dependency adds an important
detail in predicting the future of the Ross Ice Shelf.

1. Introduction
Antarctic ice shelves play a key role in protecting the grounded Antarctic ice sheets, by buttressing against
increased ice sheet discharge (Dupont, 2005; Joughin & Alley, 2011). Accelerated mass loss as a result of ice
shelf disintegration has already been observed on the West Antarctic Peninsula (WAP; Joughin et al., 2012;
Rignot et al., 2004), so much so that a collapse of the West Antarctic Ice Sheet is regarded as a possible future
scenario (Joughin & Alley, 2011; Thomas et al., 2004). The fate of the Ross Ice Shelf (RIS) is crucial to the stability
of the West Antarctic Ice Sheet which is largely grounded below sea level (Joughin & Alley, 2011).

The shielding of the grounding line from warm ocean water is difficult to observe. Grounding line melting
from oceanic heat causes the transition zone between the floating shelf and grounded sheet to retreat (Walker
et al., 2008). It is estimated that more than half of the mass loss of Antarctic ice shelves is driven by the ocean
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Key Points:
• Circulation in the Ross Sea intensifies

throughout the course of winter
• Currents are predominantly

density-driven and modulated by
sea ice growth; wind stress dissipates
lateral density gradients through
mixing

• Circulation in the Ross Ice Shelf
cavity is anticyclonic with inflow
beside Ross Island; winds reduce
melting by slowing the circulation
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Figure 1. (a) Thin black dashed lines mark the RSSM domain bounds. (b) The region of focus, the Ross Sea continental
shelf with topographical features. The cropped region corresponds to the red dashed line in (a). The color scale is blue
for ocean depth and gray for ice shelf draft. Topographical features are: (a) RIS = Ross Ice Shelf; WAIS = West Antarctic Ice
Sheet; EAIS = East Antarctic Ice Sheet; (b) DT = Drygalski Trough; DB = Drygalski Basin; DIT = Drygalski Ice Tongue;
RI = Ross Island; FI = Franklin Island; MMS = McMurdo Sound; MMIS = McMurdo Ice Shelf; MB = Mawson Bank;
CB = Crary Bank; JT = Joides Trough; PB = Pennell Bank; RB = Ross Bank; GCB = Glomar Challenger Basin; GCT = Glomar
Challenger Trough; HaB = Hayes Bank; HoB = Houtz Bank; HS = Haskell Strait; LAB = Little America Basin. RSSM = Ross
Sea Sector Model.

(total basal melt: 1516 ± 106 Gt per year; RIS: 27 ± 22 Gt per year; total calving flux: 755 ± 25 Gt per year;
Liu et al., 2015). Consequently, changes in ocean state inevitably affect the stability of Antarctica’s ice sheets.
Observation and model studies have investigated the already evident changes in the Southern Ocean and
those predicted as consequences of future climate change. An intensification and southward shift of winds
over the Antarctic Circumpolar Current toward the Antarctic continent has been measured over five decades
(Marshall, 2003). Observations also show a strengthening of the northward, cold katabatic winds over the
RIS (Turner et al., 2009), possibly increasing the sea ice production (Comiso et al., 2011). Counter intuitively
a freshening of maximum High Salinity Shelf Water (HSSW) salinities in the Ross Sea by 0.03 per decade has
been observed in the past six decades (Jacobs et al., 2002; Jacobs & Giulivi, 2010), highlighting the complexity
and nonlinearity of feedback mechanisms.

The two main water masses responsible for basal ice shelf melting are HSSW, mostly formed in the polynyas,
and relatively warm Circumpolar Deep Water (CDW) shoaling to shallower depths within the Antarctic Slope
Current (ASC). The types of melting caused by the two water masses are commonly termed ice shelf melting
modes 1 and 2 (Jacobs et al., 1992, 2011; MacAyeal, 1984; Orsi & Wiederwohl, 2009; Petty et al., 2014; I. J. Smith
et al., 2012; W. O. Smith et al., 2012). The future production of HSSW is inevitably linked to changes in sea ice
formation intensity and volume. CDW intruding onto the shelf mixes with surface and shelf waters to form
modified CDW (mCDW; Dinniman et al., 2011; Jacobs, 1991; Kohut et al., 2013). Results from numerical model
studies show that CDW has gained increased access to the continental shelves in the Amundsen Sea and along
the WAP (Dinniman et al., 2012; Thoma et al., 2008). For the Ross Sea, simulations predict a general decrease in
on-shelf advection of CDW (Smith et al., 2014) for 2050 and 2100 climate scenarios. For the Filchner-Ronne Ice
Shelf, Timmermann and Hellmer (2013) suggest that a 4–6 times higher basal mass loss by the 22nd century
(present 90 Gt per year) will be driven by increased access of CDW to the deep ice shelf grounding line.

Understanding the advection of these water masses toward the RIS, which is separated from the shelf break
by several hundred kilometers of shallower continental shelf (mean depth of ∼530 m), is a crucial aspect in
assessing the future RIS stability in the advent of a warming climate. Although some circulation features of the
Ross Sea continental shelf are known (Ashford et al., 2012; Carter et al., 2008; Dinniman et al., 2011; W. O. Smith
et al., 2012; Smith et al., 2014), understanding the seasonal variability is hampered due to the lack of winter-
time data. Under the interior of the RIS, few oceanographic measurements exist to date (Jacobs et al., 1979),
hence the specific patterns of ocean currents in the cavity can only be inferred from numerical models. It has
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long been established that the ocean dynamics under ice shelves are largely decoupled from the momentum
in the ocean outside, with the main source of momentum being buoyancy (Jenkins, 1991; MacAyeal, 1984).

In this study we use a numerical, climatologically forced Regional Ocean Modeling System (ROMS) ocean cir-
culation model encompassing the Ross Sea Sector to establish the main flow patterns over the continental
shelf, including within the RIS cavity (Figures 1a and 1b). We determine the transports, seasonal variability, and
sensitivity to tides and wind forcing of the flow patterns. In particular, we investigate the individual flow path-
ways of HSSW formed in the Ross Sea Polynya (RSP) and the Terra Nova Bay Polynya (TNBP) and the location of
mCDW over the continental shelf. In combination with passive tracer experiments, further analysis focusses
on the access of these water masses to the ocean cavity under the RIS.

2. Methods: The Ross Sea Sector Model
This study uses a version of the ROMS 3.4 (Rutgers; Shchepetkin & McWilliams, 2005; with adaptation from
Galton-Fenzi et al., 2012), a free-surface, primitive equation, terrain-following stretched-coordinate ocean cir-
culation model. It is coupled to a thermodynamic ice shelf module (Robertson et al., 2003) to simulate melting
and refreezing at the base of ice shelves with constant ice draft. The model domain incorporates the RIS ocean
cavity and the smaller Sulzburger, Nickerson, and part of the Getz Ice Shelf cavities which are to the east of
the RIS. The horizontal grid resolution ranges from 9.8 to 2.7 km along the northern and southern model
boundaries at 61∘S and 85∘, respectively (4.6 km at the eastern shelf break, defined as the 800 m isobath;
3.8 km near the ice shelf edge). The 24 vertical sigma-layers are concentrated toward the bottom and the
surface in order to better resolve vertical mixing processes near the ice shelf base and gravity-driven bottom
flows (Jenkins, 1991). The gridded bathymetry interpolated from the RTopo-1 and Davey maps (Davey, 2004;
Timmermann et al., 2010) was smoothed where changes in the water column height (bathymetry and ice
shelf draft) are large with respect to the total depth. Mixing of active tracers is along geopotential surfaces,
and momentum along sigma-levels. Momentum advection is third-order upstream bias for 3-D momentum
and fourth-order centered for 2-D momentum using a Smagorinsky-like viscosity. Vertical mixing uses the
Mellor-Yamada 2.5 mixing algorithm (Allen et al., 1995; Galperin et al., 1988; Mellor & Yamada, 1982) that
maintains a separate explicit prognostic formulation of turbulent kinetic energy. ROMS tidal forcing utilized
the modified version from Robertson (2006) to simulate the constituents M2, S2, K1, and O1 with coefficients
retrieved from TPXO7.1 (Egbert & Erofeeva, 2002).

Horizontal tracer advection is facilitated through a modified positive-definite recursive, third-order accurate
MPDATA scheme (Margolin & Smolarkiewicz, 1998; Smolarkiewicz, 1984). From testing different available
advection schemes in ROMS, MPDATA handled the relatively steep ice shelf front in our application. In its orig-
inal description by Margolin and Smolarkiewicz (1998), the tracer coefficient in the antidiffusive calculation
violates the −1 ≤ A ≤ 1 requirement only at velocity points between numerical grid boxes with tracer con-
centration of different presign. The subsequent high numerical diffusion is limited to the first order advection
value and retains conservation. While this may be sufficient to simulate the continental shelf Ross Sea where
temperatures are mostly negative, the ROMS implementation of MPDATA disables the corrective antidiffusive
velocity for negative tracers entirely. In order to use MPDATA in the polar ocean environment, we modified it
for temperature. Following Smolarkiewicz and Clark (1986), a constant of 10 is added to the tracer field before
advection is computed and subsequently subtracted for other operations including calculation of density.

2.1. Boundary Conditions
Temperature and salinity at the lateral open boundaries are nudged to the World Ocean Atlas 2009 cli-
matology (Antonov et al., 2010; Locarnini et al., 2010), biased toward property imports to the domain.
Boundary values for depth-averaged transports were constructed from Global Ocean Data Assimilation Sys-
tem (Behringer & Xue, 2004) retrieved velocities. Applied as radiation conditions, they are combined with
Chapman conditions for the free surface, 𝜁 , to allow perturbations to radiate out. Sea ice is not explicitly
simulated in the Ross Sea Sector Model (RSSM). Instead, surface boundary conditions are imposed heat
and freshwater fluxes, as derived from Special Sensor Microwave Imager (SSM/I) observations (Tamura et al.,
2008). This flux-prescribing method is similar to that applied in other modeling studies (Cougnon et al., 2013;
Dinniman et al., 2011; Galton-Fenzi et al., 2012; Gwyther et al., 2014; Hattermann et al., 2014). The 12.5-km
flux fields were interpolated onto the finer RSSM grid and subsequently smoothed applying a Gaussian Win-
dow mean of 7 × 7 grid cells (∼25 km in the RSP). In the region of the RSP the data show inconsistencies with
the RTopo-1-retrieved land and ice shelf masks and show the edge too far north. In order to maintain the
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Table 1
Dissipation Functions Tested in the Sensitivity Experiments and Names of the
Corresponding Simulation Cases

Wind stress dissipation Simulation cases

With tides No tides

𝜏
A = 0 At Ant

𝜏
B =

{
1 for csi < 0.5

2
(

1 − csi
)

for csi ≥ 0.5

}
Bt Bnt

𝜏
C
= 1 − e

(
10csi−10

)
Ct Cnt

𝜏
D = 1 Dt Dnt

overall salt input and heat loss in winter, as prescribed by the data, the RSP signal extrema were not extrap-
olated toward the model RIS edge. Freshwater fluxes are entirely sourced from SSM/I. In contrast, summer
surface heat fluxes are horizontally interpolated from 1.875∘ monthly averages of the NCEP-DOE 2 Reanal-
ysis (Kanamitsu et al., 2002) and temporally blended with the SSM/I-derived fields by applying a simple
ramp scheme. June–September are 100% SSM/I, and January–February are 100% NCEP-DOE with monthly
ramping steps of 25% between these periods. All surface fluxes, wind stress forcing (NCEP/NCAR Reanaly-
sis 1, Kalnay et al., 1996), and the boundary transports are monthly values, climatologically averaged over
1992–2007.

Initially, summer heat fluxes for the RSSM were derived from NCEP/NCAR Reanalysis 1, (Kalnay et al., 1996)
which lead to unrealistically high surface temperatures. NCEP/NCAR heat flux data are known to largely over-
estimate sensible and latent thermal exchange by up to 51%, in particular for high wind speeds and large
ocean-air temperature gradients. The misrepresentation was due to inconsistent heat and moisture rough-
ness length formulations in the turbulent heat exchange algorithm (Renfrew et al., 2002). The newer bulk
algorithm in NCEP-DOE computes more realistic heat fluxes for the polar and subpolar regions that are used
in this study. While potentially desirable to have also used the NCEP-DOE wind fields, there is no evidence
that the NCEP/NCAR wind fields have significant issues (Kanamitsu et al., 2002). They are frequently used in
other studies to either force models or supplement observations (Abernathey et al., 2016; Comiso et al., 2011;
Hollands et al., 2013; Kusahara et al., 2011; Nøst et al., 2011; Reddy et al., 2010). Hence, we decided to maintain
consistency with our earlier work by retaining the NCEP/NCAR wind fields.

The exchange between water and the ice shelf base is governed by the three equation formulation (Hellmer
& Olbers, 1989; Holland & Jenkins, 1999), with modification from Jenkins et al. (2001), Robertson et al. (2003),
and Robertson (2013). Jenkins et al. (2001) provide an explicit formulation of melt water advection without
changes in the kinematic boundary conditions, maintaining conservation and preventing solution drift in
long-term model integrations. Robertson et al. (2003) and Robertson (2013) increase mixing in the boundary
layer by assuming velocity profiles to be of common log instead of natural log shape. Their second adjustment
accounts for nonzero melting at vanishing velocities by assuming that diffusion fluxes maintain a minimum
salinity of 5 at the interface. Both modifications serve to circumnavigate the asymptotic behavior of the tur-
bulent transfer coefficient in slow circulation environments like large parts of the south-eastern RIS cavity. An
alternative method not used here but with similar effects as described in Gwyther et al. (2016) maintains a
minimum friction velocity threshold.

2.2. Wind Stress Sensitivity Experiment
An abundance of studies exists on the thermodynamic exchange between ocean, sea ice, and atmosphere
and on sea ice drift due to winds and ocean currents. Many have investigated the role of sea ice in
atmosphere-induced upper ocean turbulence and mixing (Cole et al., 2014; Feltham, 2002; Fer et al., 2004; Fer
& Sundfjord, 2007; Goosse & Fichefet, 1999; Lenn et al., 2011; McPhee, 2002, 1992; McPhee et al., 1987; McPhee
& Martinson, 1994; Peterson et al., 2017; Petty et al., 2013; Robertson et al., 1995; Skyllingstad & Denbo, 2001;
Stevens et al., 2009).

There are fewer investigations explicitly on the role of sea ice in the ocean momentum response to atmo-
spheric stress, that is, Ekman Transport (Mensa & Timmermans, 2017; Nøst et al., 2011). The challenge is to
quantify the energy transfer coefficient from atmosphere to ocean when sea ice internal stresses act to bal-
ance some of the stress applied by winds. The drag force imparted on the atmosphere is no longer equal to

JENDERSIE ET AL. 7705



Journal of Geophysical Research: Oceans 10.1029/2018JC013965

Figure 2. (a)–(c) Wind stress 𝜏 , model boundary field in August for the simulation cases of the sensitivity study.
Background color is the wind stress magnitude, red arrows show the wind stress direction for 𝝉>0.1 N m−2, black
contours are sea ice concentration in [%]. (d) Corresponding wind stress dissipation coefficients 𝜏 as a function of the
sea ice concentration csi in units of fraction. Note that wind stress for cases B, C, and D are approximately the same in
regions of persistent polynya activity. Not shown are boundary field and dissipation function for A with 𝜏

A = 0, 𝝉 = 0,
that is, zero wind stress over the entire domain.

the force acting on the ocean surface. Lüpkes and Birnbaum (2005) found that the drag coefficient, hence
stress, applied to the atmosphere increases with increasing sea ice concentrations up to 60%. We assume that
this effect is included in observation-supported wind stress data sets. Nøst et al. (2011) suggest that, at 80%
sea ice concentration, the average drag coefficient applied to the ocean surface drops to half of that pro-
posed by Lüpkes and Birnbaum (2005) for the atmosphere, that is, a step function shaped dissipation function
describing the translation of atmospheric stress to ocean stress with sea ice. Drift speeds of sea ice floes are
of the order of 1.5–2% of the driving wind (McPhee, 1980, 2002, 2008). Therefore, we hypothesize that sea
ice cover close to 100% should largely shield the ocean from atmospheric momentum, that is, the dissipation
coefficient, as introduced later in this section, should be close to zero. Furthermore, wind-driven ice floes in
sufficiently unimpeded drift deviate by ∼25∘ to the left (southern hemisphere) from the surface wind stress
direction (Leppäranta, 2011; McPhee, 1980). This adds a rotation component to the stress imparted on the
ocean.

To investigate the effects of sea ice on surface stress deviation and dissipation, and the subsequent ocean
circulation response, four simulations were performed with different wind stress formulations applied as
boundary forcings: a zero wind stress over the whole domain and three modified stress vector fields. For the
nonzero cases surface stress boundaries were retrieved from the NCEP/NCAR Reanalysis 1 data set (Kalnay
et al., 1996). After constructing climatological monthly averages over 1992–2007 (𝝉NCEP), fields were subjected
to three versions of the sea ice dependent dissipation and deviation algorithm

𝝉 = 
𝜏 (csi)𝜏 (csi)𝝉NCEP.

csi = {0… 1} is the sea ice concentration (ASI algorithm, SSMI-SSMIS) retrieved as 5-day median filtered,
gap-filled product for 1992–2007 from ICDC (http://icdc.cen.uni-hamburg.de; Kaleschke et al., 2001; Kern
et al., 2010; Spreen et al., 2008). The deviation is


𝜏 =

(
cos(𝛼) sin(𝛼)
− sin(𝛼) cos(𝛼)

)
, with 𝛼 = −25∘csi + 0∘(1 − csi),

the mean drift deviation angle, computed as a linear combination of ice covered and open ocean surface.
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Figure 3. Ross Sea circulation patterns and transport anomalies. (a)and (b) Depth integrated stream function 𝜓 showing the circulation pattern over the
continental shelf in March and August. Minima are cyclonic (clockwise, blue) circulation features, maxima indicate anticyclonic structures (red). Features are
labeled as ASC = Antarctic Slope Current, RIC = Ross Island Current. (c) Color contours are a replot of two stream function levels for August to mark the bounds of
the cyclonic (blue, 0 Sv) and anticyclonic (red, 0.8 Sv) circulation features as labeled in (b). Gray contours are bathymetry. (d) Intra-annual transport anomaly of
the circulation features as labeled in (c) for the most realistic Ct case. Circulation transports are calculated as the average of transports across individual transects:
C1 across 1a, 1b, 1c; C2 across 2a, 2b, 2c; C3 across 3a, 3b; and C4 across 4a, 4b as labeled in (c). The annual means of C1–4 are 0.9, 1.0, 1.4, and 1.1 Sv,
respectively. (e) Intra-annual transport anomaly of the ASC in eight simulations across the four wind stress schemes, with (full lines) and without tides (dashed).
Values in all panels correspond to an average over 4 simulated years after 8 years spin-up.

The stress dissipation functions 𝜏 tested in this study are listed in Table 1, along with the corresponding
simulation cases for tidal and nontidal versions. For sea ice cover of 0–50%, 𝜏

B and 𝜏

C are equivalent to 𝜏
D,

applying the full strength of 𝜏NCEP as surface forcing (Figure 2d). For concentrations greater than 50%,𝜏
B tests

a linear response of ocean surface stress to sea ice cover, while𝜏

C explores an exponential response that limits
the shielding effect to high sea ice concentrations. These two functions envelope the 0.5 stress dissipation
coefficient at 80% sea ice cover as proposed by Nøst et al. (2011), but may provide a more realistic dissipation
dependency than Nøst et al. (2011). 𝜏

B and 𝜏

C also adhere to the hypothesis of zero ocean stress at 100% sea
ice cover. The resulting stress fields for August are shown in Figure 2.

The transfer mediation of atmospheric stress to the ocean in Mensa and Timmermans (2017) is realized by use
of a sea ice model (Zhang & Hibler, 1997). Unfortunately, no parameterization of the stress dissipation is given
for use in studies without a sea ice model, neither are we aware of available constraints from observation.
Therefore, assuming the effect exists, the realistic simulation with lesser stress dissipation by sea ice, Ct, was
chosen as the control case. It served to perform the circulation and water mass transport analysis in section 3.

2.3. Tracer Experiments
Different water masses (CDW and mCDW, HSSW and melt water) were tracked using a total of six nondissi-
pative, online passive tracers, starting after an 8-year model spin-up. Inflowing water below depths of 300 m
with potential density anomaly of 27.78 kg/m3 < 𝜎 < 27.82 kg/m3 and potential temperature 𝜃>1∘ C at the
eastern model domain boundary was assigned with an initial CDW concentration of 1. In order to distinguish
between HSSW formed in the RSP and in the TNBP, at each site a separate tracer was placed in the model’s
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Table 2
Results of the Sensitivity Study Across Four Different Wind Stress Schemes, With and Without Tides

Simulation cases At Bt Ct Dt Ant Bnt Cnt Dnt

Wind stress [N/m2]

Slope region, northwest 0 0.04 0.08 0.14 0 0.04 0.08 0.14

Drygalski Basin/Trough 0 0.05 0.10 0.19 0 0.05 0.10 0.19

Ross Sea cont. shelf 0 0.04 0.08 0.13 0 0.04 0.08 0.13

RSP 0 0.13 0.08 0.16 0 0.13 0.16 0.16

Transports [Sv]

Ross I. Current, sw (C4) 1.25 1.25 1.11 0.91 1.28 1.23 1.13 0.89

Central cavity, nw (C4) 0.98 1.01 1.03 0.79 1.04 0.99 1 0.76

Joides Trough, sw (C2) 1.11 0.77 0.82 0.32 1.06 1.01 1.00 0.29

Drygalski, nw (C1) 1.19 0.90 0.70 0.58 1.17 0.83 0.65 0.61

Ross Bank, nw (C3,C5) 2.31 2.13 2.05 1.61 2.29 2.10 2.03 1.63

ASC-E, ww 3.32 11.15 13.52 12.28 3.41 4.09 4.82 6.33

ASC-C, ww 2.84 9.52 11.73 10.84 2.79 3.33 3.84 5.00

ASC-W, ww 7.42 11.71 12.46 11.32 7.34 7.07 7.38 6.91

HSSW [Sv]

McMurdo, sw 0.27 0.33 0.36 0.31 0.23 0.24 0.28 0.43

Past 79∘S, sw (C4) 1.27 1.21 0.91 0.41 1.29 1.23 1.14 0.96

Glomar Ch., nw (C3,C5) 0.60 0.50 0.40 0.14 1.09 0.9 0.66 0.34

Drygaslki, nw (C1) 0.46 0.48 0.54 0.44 0.48 0.57 0.71 0.94

mCDW southward [Sv]

Total, 100 km on-shelf 2.10 1.47 1.29 1.29 1.94 1.75 1.40 1.19

Drygalski, (C1) 0.79 0.43 0.26 0.24 0.72 0.47 0.26 0.21

Pennell Bank, (C2) 0.86 0.69 0.66 0.43 0.80 0.83 0.69 0.36

Hayes Bank, (C5) 96 11 7 6 63 30 17 22 [mSv]

Hayes B., under RIS 1 1 1 0 2 2 3 4 [mSv]

Heat southward [TW]

Total, 100 km on-shelf 9.84 8.28 6.85 6.2 9.69 8.58 7.12 6.33

Past 79∘S 0.46 0.27 0.24 0.17 0.35 0.28 0.25 0.18

Temperature [∘C]

Cavity average −1.87 −1.95 −1.96 −1.97 −1.89 −1.95 −1.96 −1.96

Melt rate [cm/year]

Melting 14.7 10.8 9.7 7.9 14.5 11.1 9.7 8.0

Refreezing 1.2 0.8 0.7 0.6 1.2 0.9 0.8 0.6

Note. Case Ct serves as the base for results in section 3, all cases are evaluated, compared, and discussed in section 4. Water
mass transports are given in [Sv], except mCDW along Hayes Bank is in [mSV]; nw = northward flows; sw = southward;
ww = westward. Note that the Drygalski Trough facilitates a bidirectional flow system. Southward flowing mCDW sits
on top of northbound HSSW which dominates the volume flux budget, making C1 cyclonic. RSP = Ross Sea Polynya;
ASC = Antarctic Slope Current; HSSW = High Salinity Shelf Water; CB = Crary Bank; mCDW = modified Circumpolar Deep
Water; RIS = Ross Ice Shelf.

surface grid cells when S > 34.70 and 𝜃 < −1.85∘ C at times of sea ice production. HSSW tracer units were
chosen to be proportional to the model’s surface salt flux to account for the different polynya intensities.
Melt water from the ice shelf base was tracked using a similar method. Three formation sites were discrim-
inated with separate tracers for McMurdo Ice Shelf (MMIS) with ice draft shallower than 250 m and west of
177.33∘E; the RIS front, ice draft shallower than 250 m, east of 177.33∘E; and the grounding line. Tracers with
units proportional to the ice shelf-ocean fresh water flux are placed at times of melting. All tracers are pas-
sively advected and diffused using the same coefficients for vertical mixing and horizontal diffusion as for the
RSSM’s temperature and salinity.
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3. Results and Discussion: Circulation and Water Masses in the Ct Case
All simulations in this study are initialized in mid-January and run climatologically forced for 12 years, encom-
passing 8 years of spin-up. Results presented here are weekly means averaged over the last 4 years of model
integration. Model time references of passive tracer figures are individually marked.

3.1. The Main Circulation Features
Transport in the ASC (assessed across transect ASC-W, Figure 3c) exhibits a strong seasonal variability, with
lows, smaller than 11 Sv from December through February and maximum transports in July–August that
exceed 15 Sv (Table 2, Figure 3e). The width and the zonal position of the ASC are seasonally changing (±10 km,
not shown). This path variation is not temporally homogeneous along the shelf break. It has been suggested
by Gordon et al. (2009) and Padman et al. (2009) that it is linked with the off-shelf export of dense HSSW in
this region.

The monthly mean circulation in the Ross Sea for March and August is illustrated by the stream function 𝜓

in Figures 3a and 3b. The 𝜓 for each horizontal model grid cell is calculated from the simulated west to east
depth-averaged velocities Ū, the ocean water column thickness h, sea surface height 𝜁 , and the corresponding
cell’s metric width Δs as

𝜓i+ 1
2
,j+ 1

2
= 𝜓i+ 1

2
,j− 1

2
+ Ūi+ 1

2
,j

(
hi+ 1

2
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2
,j

)
Δsi+ 1

2
,j.

The i and j are the west-east and south-north running model grid cell indices. Transport budgets in Figures 3d
and 3e and Table 2 were obtained by tracking and filtering the largest individual flowband within a transect.
Values represent the net flow within one flowband, not the entire transect.

Three large anticyclonic circulation features were identified, ventilating the western central shelf and the
ocean cavity. The centers are located over Pennell Bank (C2 in Figure 3b; Figure 1b for topographical names),
Ross Bank (C3), and under the western half of the RIS (C4). The zonal flows along the north-south running
troughs agree with schematic views of currents over the shelf in Ashford et al. (2012) and Smith et al. (2014),
which are based on the ROMS model of Dinniman et al. (2007) with resolutions comparable to the RSSM.
Mean transports of C2, C3, and C4 are 1.0, 1.4, and 1.1 Sv, respectively. Two cyclonic features: C1, associ-
ated with Crary Bank, 0.9 Sv, and C5 (Glomar Challenger Basin, 0.5 Sv) facilitate the water exchange over the
northwestern and the central-eastern shelf.

Generally, the circulation intensifies in winter although the seasonal evolution is different for individual fea-
tures (Figure 3d). The anomaly range is up to 1.0 Sv in the open ocean and 0.6 Sv inside the cavity (range is
calculated as difference between seasonal maximum and minimum). The beginning of April, when the cir-
culation is weakest, marks the start of flow intensification in the open ocean. Individual peak transports are
reached in August, September, and December–January (C1, C2, and C3, respectively). C2 experiences a sec-
ond transport maximum in January. The circulation in the cavity (C4) is weakest during March to May and
intensifies continuously until December. The main inflow of water underneath the RIS, hereafter named Ross
Island Current, is via the 800 m deep and ∼100 km wide channel east of Ross Island (Figures 3a and 3b).

3.2. Access Gateways for mCDW
The passive tracer experiment identified Drygalski Trough (C1), Joides Trough (C2), and the western slope
of Hayes Bank (C5) as the main intrusion pathways for CDW/mCDW onto the Ross Sea continental shelf
(Figure 4a). This is consistent with other modeling and observation-based studies (Dinniman et al., 2011;
Jacobs, 1991; Klinck & Dinniman, 2010; Kohut et al., 2013; Orsi & Wiederwohl, 2009).

The RSSM oceanographic outputs yield an average net volume of 1.3 Sv of mCDW (bounds of
27.75 kg/m3 < 𝜎 < 27.85 kg/m3, 𝜃 > −1.5∘ C) advected into the interior of the continental shelf, between
∼100 km south of the shelf break and the RIS front (transect 3 in Figures 4a and 4c; Table 2). This sits within
the estimates from other simulation studies (0.37 Sv, Dinniman et al., 2003; 2.10 ± 0.54 Sv, Smith et al., 2014),
which vary due to different methods employed.

The driving mechanism of the ASC and in particular the processes by which CDW is diverted across the shelf
break was not investigated in this study. Assessing bathymetry-guided mesoscale eddies, one of the three
responsible mechanisms (Stewart & Thompson, 2015; St-Laurent et al., 2013), requires a numerical grid spac-
ing of at least a factor 2 less than the baroclinic deformation radius r=c∕f (Coriolis parameter f , wave speed c;
Hallberg, 2013; Klinck & Dinniman, 2010). A horizontal resolution of ∼2 km at the Ross Sea continental shelf
break would be required to incorporate these processes into the analysis.

JENDERSIE ET AL. 7709



Journal of Geophysical Research: Oceans 10.1029/2018JC013965

Figure 4. CDW/mCDW intrusion over the continental shelf. (a) Top view of maximum over depth of mCDW tracer value
on the continental shelf. Color units are dye tracer concentration, normalized to the off-shelf value, where CDW is
expected to be pure (red, concentration of 1). (b) Northward view of transect 5 in (a) showing the mCDW intrusion
under the Ross Ice Shelf in May, within 20 km of the ice front. Color unit is potential temperature. Contours: black is
density anomaly [kg/m3]; red is potential temperature [∘ C]. (c) Intrusion volumes of CDW/mCDW from analyzing
oceanographic properties (not tracer concentration). All values are negative southward, the transect locations are shown
in the corresponding line style in (a). DT = Drygalski Trough; JT = Joides Trough; HaB = Hayes Bank; CDW = Circumpolar
Deep Water; mCDW = modified CDW.

3.2.1. Drygalski Trough and Drygalski Basin
In January–February, and in August, the slope between Drygalski Trough and Mawson Bank guides bursts of
up to 0.4 Sv mCDW southward (transect 1 in Figures 4a and 4c, Table 2). The twofold seasonality and timing
of on-flow along Drygalski Trough is confirmed by in situ observation in Castagno et al. (2016), although the
temporal pattern in the model appears about 1 month later than observed. The inflow minimum in April–May

JENDERSIE ET AL. 7710



Journal of Geophysical Research: Oceans 10.1029/2018JC013965

Figure 5. Potential temperature and salinity scatter plot for Ross Sea Sector
Model water mass representation for three separate ocean regions. Blue is
all the continental shelf, including the slope shallower than 1,500 m, and the
cavity immediately beyond the ice shelf front, north of 78∘S. Light blue
shows mixing between mCDW, HSSW, and melt water in the frontal cavity
region over Hayes Bank. Red is mixing between HSSW and melt water near
the grounding line. The water mass bounds used for transport assessments
in this study are marked as CDW and mCDW with potential density anomaly
27.75 kg/m3 < 𝜎 < 27.85 kg/m3, and potential temperature 𝜃 > −1.5∘ C;
HSSW, 𝜎 > 28 kg/m3; ISW, 𝜃 < −1.92∘ C. AABW = Antarctic Bottom Water;
CDW = Circumpolar Deep Water; mCDW = modified CDW; HSSW = High
Salinity Shelf Water; ISW = Ice Shelf Water.

coincides with comparably strong, northward recirculation events (0.1 Sv).
Thus, Drygalski Trough accounts for an average net southward flow of
0.2 Sv of mCDW.

The CDW tracer experiment results suggest that mCDW intruding south
along Drygalski Trough swaps from Mawson Bank’s western slope to the
eastern slope of Crary Bank, thus entering the clockwise circulation of C1.
Toward Franklin Island the current turns northwest and deposits mCDW
into the Drygalski Basin. Possible observational evidence for mCDW in
Terra Nova Bay can be found in Stevens et al. (2017; their Figure 7, inset
showing the full data set of CTD profiles around the Drygalski Ice Tongue).

RSSM outputs indicate that a seasonal strengthening and on-shelf move-
ment of the ASC enables flows to attach to isobaths with access to the con-
tinental shelf (not shown). First suggested by Klinck and Dinniman (2010),
this hypothesis has recently found observational support in Castagno
et al. (2016) and may explain the seasonal variability of southward mCDW
transport in Drygalski Trough.
3.2.2. Joides Trough
Circulation feature C2, via Joides Trough, carries an average of 0.7 Sv of
mCDW to the southern extent of Pennell Bank (transect 2 in Figures 4a
and 4c; Table 2) which is more than twice that of observation-based esti-
mates of 0.24 Sv in early February (Kohut et al., 2013). The RSSM suggests
peak on-shelf flows close to 1 Sv from July through October and a seasonal
minimum of less than 0.2 Sv in April.

Small traces of mCDW flowing south via Joides Trough appear to be
deposited in the depression between Ross Island, Ross Bank, and Franklin

Island (less than 10% of the off-shelf CDW tracer concentration). Although our tracer study suggests that from
here mCDW eventually enters the cavity via the Ross Island Current as part of C4, we argue that the heat
signature would be eliminated by the RSP deep convection at the beginning of winter.
3.2.3. Glomar Challenger Basin
C5, situated in the Glomar Challenger Basin, is the only current that links CDW/mCDW from the shelf break
directly to the RIS (Figure 4a). While greater volumes of mCDW enter and circulate within the northern Glomar
Challenger Basin, a comparably low average of 7 mSv are advected further south along the western slope of
Hayes Bank and deposited before the ice shelf front (transect 4 in Figures 4a and 4c). In the model, between
10% and 50% of this deposit eventually penetrates south into the RIS cavity. It stays bathymetrically confined
to Hayes Bank, and shows no significant seasonal variability (transect 5 in Figures 4a and 4b; not shown in 4c).
The ridge, and subsequently the mCDW signal, terminates at ∼79∘S (Figure 4a). Under the ice shelf, half of the
mCDW is transformed (light blue in Figure 5) with the remaining quantities being recirculated northward, out
of the cavity.

The existence of a warm water core over Hayes Bank has been measured during various RIS front transects
(Jacobs & Giulivi, 1999; Jacobs & Weiss, 1998). Its intrusion southward past the RIS front was suggested by a
number of model studies (Dinniman et al., 2011; Holland et al., 2003; Reddy et al., 2010).Recirculation events
were detected in moorings along the RIS front (Bergamasco et al., 2002), but the southernmost extent of
mCDW into the cavity has not been observed.

3.3. HSSW—Formation and Pathways
The RSSM’s polynyas produce an average of 0.85 Sv of HSSW (𝜎 > 28 kg/m3, Figure 5), of which 33% (0.28 Sv)
forms in the TNBP. Although the total is lower than the estimated limit of >1 Sv given by (Gordon et al.,
2009), it should be noted that their estimate includes only 0.2 Sv of directly observed HSSW outflow from the
AnSlope and CLIMA experiments in the Drygalski Basin/Trough region. The remaining budget was inferred
from 0.86 Sv of ISW production estimates by Smethie and Jacobs (2005) who based their melt rate calcula-
tion (19.0 cm/year) on observed differences between in and outflowing water properties near the RIS front.
However, Smethie and Jacobs (2005) emphasized the difficulty in inferring melt rates and ISW production
volumes from salinity budgets. A similar calculation based on changes in HSSW temperature yielded melt
rate estimates of 6.7 cm/year, smaller by 65% (Smethie & Jacobs, 2005). Applying the same assumption as
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Figure 6. HSSW presence in the Ross Sea, derived from the nondissipative passive tracer experiments. Color values are
proportional to the depth integrated salt mass induced by sea ice production, scaled and normalized to one. (a) HSSW
tracer budget produced in the RSP over one season at the end of the following summer (February, simulation year 2);
(b) three seasons of HSSW tracer in the RSP at the end of summer (February, year 4). (c) Three seasons of Terra Nova Bay
Polynya HSSW production (February, year 4). Time periods for (a) and (b) were chosen to illustrate both the pathways
and the residence areas of RSP HSSW. (d) HSSW transports obtained by the Ross Sea Sector Model’s oceanographic
outputs. Transects 1, 3, and 5 are southward through Haskell Strait, past 79∘S, and via the Ross Island Current,
respectively; Transects 2 and 4 are northward along Glomar Challenger Trough and Drygalski Trough. Transects are
marked in (a) and (c). HSSW = High Salinity Shelf Water; RSP = Ross Sea Polynya.

Gordon et al. (2009), our analysis would yield 1.4 Sv HSSW production. Furthermore, their HSSW definition
is slightly less restrictive than the one used here (respectively, S>34.70 compared to S > ∼34.77, equivalent
to 𝜎 > 28 kg/m3 at surface freezing temperature). This was chosen to represent the densest water produced
in the model and to capture kinetic effects caused by differences in density like geostrophic currents and
gravity-driven currents.

In the RSSM, a separation of HSSW from the TNBP and RSP formation sites is evident (Figures 6a–6c). Only
comparably small quantities of TNBP HSSW protrude further south than the southern extent of the Drygalski
Basin 800 m isobath at 76.4∘S. Instead 0.54 Sv of HSSW flows toward the shelf break (transect 4 in Figure 6d,
transect locations shown in Figures 6a and 6c) which is consistent with estimates in other studies which found
0.2–0.5 Sv for HSSW exports through the Drygalski Trough (Gordon et al., 2009; Q. Wang et al., 2010).The
RSSM’s export in this location is twice as big as the initial HSSW production in the TNBP. Two processes con-
tribute. First, the HSSW volume (as discriminated by the 𝜎 > 28.0 kg/m3 threshold) is increased by mixing
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Figure 7. Annual refreezing and melting at the base of the RIS, ISW pathways, and transports. (c) Shows melting and refreezing patterns of the Ct case. The color
scale (top right colorbar) is blue for refreezing, red is for melting. White is the open ocean and any area that experiences a net melt or freeze rate of less than
0.01 m/year. Gray dashed contours are ice shelf draft. The thick blue and red contours enclose regions that show maximum seasonal refreezing of more than
0.01 m/year and maximum seasonal melting greater than 1 m/year, respectively. (a), (b), and (d)–(h) show the difference to (c), that is, blue is less melting/more
refreezing, red indicates more melting/less refreezing (bottom right colorbar). Melt tracer experiment. (i) Melt water originating from the McMurdo Ice Shelf;
(k) from the RIS frontal region; (l) from the grounding line. The color unit is depth integrated water column height of pure melt water. ISW export budgets in (m),
except the blue line are computed for water of 𝜃 < −1.92∘C. Black is net outflow from the entire RIS front, green is from the center of the RIS into Glomar
Challenger Basin (transect 1 in (g)) and the red line shows the net ISW northward flow from the remote cavity (across 79∘S, transect 3). The blue curve (transect 2
in (g)), showing ISW flux through Haskell Strait into McMurdo Sound, is computed for water fresher than 34.7 and colder than −1.5∘ C. RIS = Ross Ice Shelf; ISW =
Ice Shelf Water.

of the dense water in Drygalski Basin with lighter shelf water, and possibly mCDW, residing in the dynamic
circulation regime over the adjacent Crary Bank. The second contribution is from the RSP.

Most of the HSSW, produced in the RSP and the McMurdo Polynya, is advected under the RIS and the MMIS via
the Ross Island Current and through the Haskell Strait. Unlike the suggestions of Mahoney et al. (2011), we find
that the additional salt entering McMurdo Sound in winter is not sourced from the TNBP, but almost entirely
from the RSP. 0.91 Sv of HSSW enters the remote RIS cavity, southward of 79∘S (transect 3 in Figure 6d). Thus,
the propelling of the circulation in C4 depends on gravity-driven, dense water bottom flows. Results from the
RSSM suggest that more than 10% of the HSSW, advected to the southern part of the RIS (south of 79∘S), is
sufficiently mixed with ice shelf melt (red in Figure 5) to become lighter than 28 kg/m3 (HSSW threshold in
this study).

The main outflow gate of HSSW from the cavity is around 180∘ opening into the Glomar Challenger Basin
where it merges with younger but smaller HSSW volumes imported directly from the RSP via C3 over Ross
Bank (Figures 6a and 6b). Near the date line observations confirm the presence of a persistent 50–100 m
thick HSSW bottom layer, although it is not clear whether this has transited the cavity or is directly sourced
from the RSP (Jacobs & Giulivi, 1999; Smethie & Jacobs, 2005). In the RSSM, eventually 0.40 Sv of HSSW flows
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toward the shelf break (Table 2, transect 2 in Figure 6d), along the slope between Ross Bank and Glomar
Challenger Trough as part of the joint northward current of circulation features C3 and C5 (Figure 3b). This
volume accounts for about half in the RSSM’s total off-shelf export of 0.94 Sv Ross Sea HSSW (measured across
transect 3 shown in Figure 4a).

While the total is greater than the observation-based estimate range 0.5–0.8 Sv, the simulated presence of
HSSW along Drygalski Basin/Trough, Joides Trough, and Glomar Challenger Trough is well established by
measurements (Gordon et al., 2004, 2009; Muench et al., 2009; Orsi & Wiederwohl, 2009).

3.4. Ice Shelf Melting and ISW export
The average net melt rate (melting minus refreezing) of 9.0 cm/year in the RSSM (Ct case in Table 2) is at
the lower end of the range of estimates for RIS melt (8–60 cm/year) from other studies (Arzeno et al., 2014;
Assmann et al., 2003; Assmann & Timmermann, 2005; Depoorter et al., 2013; Dinniman et al., 2007, 2011;
Hellmer, 2004; Holland et al., 2003; Jacobs et al., 1979; 1992; Lazeroms et al., 2018; Liu et al., 2015; Moholdt et al.,
2014; Reddy et al., 2010; Rignot et al., 2013; Smethie & Jacobs, 2005; Timmermann et al., 2012). Studies that
use numerical simulations yield an average of 30 ± 19 cm/year, while the observation-based studies suggest
16 ± 6 cm/year. Nevertheless, the RSSM net melt rate agrees particularly well with more recent observation
derived values of 10 ± 1 and 11 ± 14 cm/year (Liu et al., 2015; Moholdt et al., 2014).

Areas of high melt in the RSSM (enclosed red in Figure 7c) are concentrated along the HSSW inflow pathway
in the west, the frontal region, at the grounding line, and the mCDW intrusion over Hayes Bank, near 170∘W
(compare mCDW intrusion in Figure 4a). Regions of net-freezing are evident in the central cavity. While the
regional melt patterns in the tidal case largely agree with findings of Arzeno et al. (2014; using a ROMS model
from Dinniman et al., 2007, 2011, with added tides and sea ice model), their melt rate of 32 cm/year is greater
than this study.

The coupled sea ice model (Budgell, 2005) and added tides in Arzeno et al. (2014) are the main modifica-
tion from Dinniman et al. (2011) who instead apply a surface flux prescription method, similar to the RSSM.
The 15.3 cm/year net melt rate in Dinniman et al. (2011) is much closer to the RSSM’s 8.9 cm/year (Cnt,
Table 2) than to 25 cm/year nontidal value found by Arzeno et al. (2014). While Arzeno et al. (2014) esti-
mate 35% of their modeled ice loss is generated in the immediate frontal zone of the RIS, this is unlikely to
explain the melt rate differences. Due to the smoothing of water column thickness that is often required in
sigma-coordinate models, the front of ice shelves may allow an unrealistic amount of Mode 3 melting, that is,
access of surface-warmed water (Jacobs et al., 1992). For comparison, the Arzeno et al. (2014) model ice draft
at their northern mooring location is 80 m, while the RSSM’s 180 m is much closer to the actual 219 m. The use
of a sea ice model and the shallower ice draft near the front, which is more accessible for surface heat, may
thus explain the higher net melt rates in Arzeno et al. (2014).

ISW generated in the RSSM (𝜃 < −1.92∘ C, Figure 5) is exported from the cavity at an annual average of 0.5 Sv
with seasonal peaks reaching 0.7 Sv (black line in Figure 7m). This is less than available observation-based
estimates of 1.4 and 0.86 Sv by Jacobs et al. (1992) and Smethie and Jacobs (2005). Comparing the black and
red lines in Figure 7m suggests that∼20% of ISW under the RIS is generated north of 79∘S. This region includes
the MMIS, the cavity inflow path via the Ross Island Current, and the mCDW-affected region over Hayes Bank.

Results from the passive tracer experiment, shown in Figures 7i, 7k, and 7l, illustrate where melt water orig-
inating from (i) the MMIS, (k) the frontal region, and (l) from the grounding line exits the cavity. Consistent
with oceanographic measurements the main outflow gates of ISW open into Glomar Challenger Basin and the
western side of McMurdo Sound (Barry & Dayton, 1988; Bergamasco et al., 1999; Hughes et al., 2014; Lewis &
Perkin, 1985; Orsi & Wiederwohl, 2009; Robinson et al., 2010, 2014; Tressler & Ommundsen, 1962).

In the Glomar Challenger Basin ISW outflows have a maximum in December (0.4 Sv, transect 1 in Figure 7m)
and a minimum in April–May. The annual mean of 0.3 Sv is comparable to observation-based estimates of 0.15
and 0.28 Sv for 1995 and 1996, respectively (Bergamasco et al., 2002). The RSSM’s temporal and spatial ISW
export characteristics of pulsed outflows with recirculation events on the order of days to 1 week (not visible
in the weekly averages used in Figure 7m) match the Bergamasco et al. (2002) mooring data in that location.

Along Haskell Strait the RSSM’s melt water tracer strongly correlates with a freshening signature, in contrast
to temperatures below surface freezing point at the other ISW outflow regions. Therefore, the ISW fluxes in
this location (blue line in Figure 7m) were alternatively calculated for water with S< 34.7 and 𝜃 < −1.5∘ C, and
are not included in the overall ISW budget. The model’s ISW outflow through McMurdo Sound is greater than
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Figure 8. Potential density anomaly over the continental shelf in May for the four different wind stress cases (with tides). Gray contours are model bathymetry.
(c) and (g) Density anomaly in the Ct case of the surface and bottom sigma layer, respectively (top colorbar); solid black contours show sea ice production in May
in [m/year]. (a), (b), and (d) Differences to (c), comparing surface density of the other tidal cases to Ct; (e), (f ), and(h) Differences to (g) in bottom density (bottom
colorbar). (i) Distribution of lateral surface density gradients in the western Ross Sea from 160∘E–180∘; bin size 2 × 10−4 kg⋅m−3⋅km−1.

0.2 Sv in May, but low compared to plumes of 0.4 Sv measured in November 2007 (Robinson et al., 2014). The
2007/2008 summer had unusually high sea ice concentration, in particular fast ice in McMurdo Sound due to
the large icebergs residing in the south-western Ross Sea 2000–2005 (Brunt et al., 2006; Robinson & Williams,
2012). Conditions were very different from the RSSM’s climatological forcing.

While Robinson et al. (2014) conclude their plumes originate under the RIS, results of the nondissipative tracer
experiment suggests that more than 90% (comparison of tracer budgets) of the northward flowing fresh water
component in McMurdo Sound is melt from the MMIS base. However, due to the geometrical limitations of
the sigma-coordinate system in realistically representing the transition between floating the ice shelf and
the grounded ice sheet, melting at the grounding line is possibly underestimated by the RSSM. Furthermore,
results not presented here agree with Stern et al. (2013) in suggesting that most of the heat responsible for the
strong MMIS melting is summer surface-warmed water advected from the RSP region. Summer heat fluxes are
possibly overprescribed in the RSSM. The combination with comparably short distances between heat source,
melt region, and ISW outflow location and thus short process time scales may explain both the domination
of MMIS melt in McMurdo Sound and the missing cold water signature associated with the melt water.

In Little America Basin the tracer experiment (Figure 7k) and the oceanographic analysis show significant melt
water outflows of 0.2 Sv with small seasonal variation, and at great depth. To the best of our knowledge, there
are no observations to confirm this result.
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4. Results and Discussion: Sensitivity Experiments
In total, 8 simulations were performed across four different wind stress dissipation and deviation schemes,
applied as monthly boundary conditions (Figure 2), each with and without tides. The differences between the
wind stress schemes are strongest especially over the western continental shelf and the shelf break. Unlike
Smith et al. (2014) and Dinniman et al. (2012) who included wind-driven thermodynamical processes (cooling,
sea ice production) at the surface, here we attempt to isolate the mechanical effects of wind stress only, that
is, mixing and momentum transfer. Similar experiments are mentioned in Dinniman et al. (2012) but results
are not explicitly presented.

4.1. Wind Affected Circulation
In all cases the general circulation patterns, C1–5, and the ASC (labeled in Figure 3b) remain consistent. For
the nonzero wind stress tidal cases ASC mean transports in the open ocean (away from coasts) vary between
10–14 Sv (ASC-E/C/W for Bt,Ct,Dt in Table 2). All three cases simulate the ASC along the eastern continental
shelf (ASC-E) as stronger by ∼1.5 Sv than in the center (ASC-C). The seasonal variability range of 6–8 Sv is sim-
ilar between ASC-E and ASC-C, but greater compared to 3–5 Sv in the west (only ASC-W shown in Figure 3e).
The zero wind stress case (At) shows significantly lower mean ASC transport of 3–7 Sv (ASC-E/C/W, Table 2),
but maintains the temporal variability pattern of the other cases and a very similar variability range of 3 Sv
(ASC-W, Figure 3e).

Previous modeling efforts (Mathiot et al., 2011) suggested wind forcing as the dominant control mechanism
of the ASC. Our results indicate that less than 50% of the ASC transport is attributed to direct transfer of
atmospheric momentum. No evidence can be found linking atmospheric control to the large seasonal vari-
ability of ASC transport in the Ross Sea that appears on similar magnitudes and timing in all wind stress cases
(Figure 3e). Other model studies yield similar conclusions and emphasize the importance of density gradients
driving the deep Ross Sea circulation (Z. Wang & Meredith, 2008). Nevertheless, much of the model’s baro-
clinicity in the slope front is imposed by the World Ocean Atlas 2009 boundary conditions. As the isopycnal
structure along the slope front was to some extent likely forced by winds, a circumpolar model would be more
suitable to investigate further aspects of the ASC’s wind dependency.

Over the continental shelf we find the strength of the circulation weakens, apart from cavity outflow in C4, with
increasing wind stress (Table 2). Moreover, the on-flow of mCDW with subsequent heat transport decreases
with stronger winds. This partly confirms results by Smith et al. (2014). We argue that the circulation over the
Ross Sea continental shelf is predominantly geostrophic, driven by lateral density gradients induced through
sea ice production, in particular in the polynyas. This supports Q. Wang et al. (2013) who attribute exchange
flows near the shelf break to the intensification of CDW-HSSW gradients. First, we explain the slowing circula-
tion for higher wind stresses by increased mixing near the surface which leads to the production of less dense
water in the model (Figure 8). Simulation Dt (strongest winds; same parameterized sea ice production) pro-
duces the least HSSW (as defined in this study 𝜎 > 28 kg/m3) in the RSP, thus weakening the gravity-driven
circulation in C4, under the RIS (Table 2, Ross Island Current). Second, stronger wind stresses smear out the
density gradients horizontally. This is illustrated by weaker density gradient distribution for the strongest wind
model Dt (Figure 8i).

The net northward HSSW export via the Drygalski Basin and Trough of 0.44 Sv in the Dt case (0.46 Sv in the At

case, Table 2) indicates that HSSW production volumes generated in the TNBP are less wind affected. Although
bottom density in Drygalski Basin decreases by <0.1 between Ct and Dt, similar to the RSP region (Figures 8g
and 8h), the more active TNBP (higher salt flux concentrations) maintains a sufficiently high density to be well
above the HSSW threshold in this study.

It is not clear why the northward flow under the central RIS (C4), presumably forced by buoyancy generated
through melting under the central southern cavity, shows similar transport of∼1 Sv in the cases At, Bt, Ct, and
weakens only in the Dt case (−20%). Cavity heat inflow decreases by 40% from At to Bt and by 30% from Ct to
Dt (Table 2, past 79∘S). Thermal energy from the open ocean represents the first component in the relay chain
of physical processes driving the thermohaline overturning circulation: heat import, heat diffusion toward the
ice-ocean interface, melting, and conversion of fresh water buoyancy to kinetic energy via a sloping ice shelf
base. Its decrease would be expected to have a greater effect on the outflow. We speculate that an additional
geostrophic baroclinic component arising between the well-ventilated western RIS cavity and the quieter
eastern part contributes to the forcing of the northward flow band of C4 under the central RIS.
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Figure 9. Depth-averaged potential temperature in the RIS cavity for eight different simulation cases. Contours are bathymetry. (a), (b), and (d)–(h) are
differences from (c), which shows the temperature for the most realistic simulation case Ct. Colorbars are potential temperature (top, for (c)) and temperature
difference (bottom, for (a), (b), (d)–(h)).

4.2. Basal Melting
Overall oceanic heat transport into the interior of the continental shelf (southward of transect 3 in Figure 4a)
reduces by 3.6 TW between the zero and the strongest wind stress case when tides are included (At, Dt, respec-
tively in Table 2). The 0.29 TW less thermal energy enters the remote cavity (southward of 79∘S, transect 3 in
Figure 7g). Two factors contribute a weaker winter circulation underneath the RIS (transport in Table 2) and
colder water temperatures, by ∼0.1∘ C (Figures 9a–9d, Table 2) in the Dt case. Consequently, stronger wind
stresses result in a colder cavity. The net melt rate decreases by 6.2 cm/year (At 13.5 cm/year, Dt 7.3 cm/year;
Table 2).

Under the central-eastern RIS, south of the intrusion region over Hayes Bank, the opposite behavior is
detected. The strongest wind stress case is 0.2∘ C warmer than the zero case (Figures 9a and 9d), which is
counter intuitive as less mCDW is advected toward the ice shelf in that region (Hayes Bank in Table 2). Analy-
sis not presented in this study suggests that the vorticity-related processes allowing mCDW to penetrate past
the barotropic barrier imposed by the RIS edge are largely independent of mCDW resupply from the shelf
break. Instead, wind-driven dynamics near the RIS edge may play a role in these processes.

4.3. Tidal Sensitivity
Cavity temperatures are very similar between corresponding tidal and nontidal simulations, except for the
region over the southern extent of Hayes Bank (Figure 9). This is attributed to the role of tidal interaction with
the RIS edge in the aforementioned vorticity-related mechanism that allows mCDW access to the cavity. The
bimodal change pattern in average temperature over Hayes Bank is comparable to the spatial distribution of
melt rate differences between tidal and nontidal simulations in Arzeno et al., 2014. However, tidally induced
melt differences in the RSSM are low, on the order of 1%, which is not comparable to results from similar
studies for the RIS and other big ice shelves (+25–30%, RIS, Arzeno et al., 2014; +50%, Pine Island Ice Shelf,
Robertson, 2013; +25%, Filchner-Ronne Ice Shelf, Makinson et al., 2011). While Mueller et al. (2018) also find
small differences in total integrated simulated melt with and without tides for the Filchner-Ronne Ice Shelf,
their regional melting and freezing patterns change significantly.

We suspect the RSSM has difficulties in generating the isothermal mixed layer observed under the RIS and
other ice shelves (Jacobs et al., 1979). Two components are important in the vertical heat transfer toward the
base of the ice shelf: the friction velocity as the control parameter of turbulent exchange and the vertical
temperature gradient. In regions of high flow velocities under the RIS our simulations reproduce the isother-
mal layer sufficiently well, and temperature gradients are comparable to observations. Nevertheless, where
flows are very small, outside the main circulation pathways of feature C4, the modeled temperature rises
logarithmically with increasing depth, starting at the ice-ocean boundary. In these conditions vertical temper-
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ature diffusion dominates. In combination with that the RSSM’s melt calculation implicitly retains a minimum
boundary salinity at the ice-ocean interface, that possibly leads to unrealistically high melting in nontidal and
quiet circulation conditions. When tides are included the additional mixing energy moves the solution for the
temperature field closer to reality and the top layer becomes more isothermal in less circulated areas. Heat
transport is dominated by tide-generated turbulence which creates a more uniform temperature distribu-
tion. However, at the same time heat diffusion driven by temperature gradients largely diminishes. Thus, one
physical process of heat transport enhances with tides and compensates for the other that is weakening.

Assessing the spatial patterns of melt rate differences from tides in Arzeno et al. (2014) (their Figure 8c) yields
another possible explanation for the lower value of tidally induced melting in the RSSM relative to other stud-
ies. Larger melt rate differences in (Arzeno et al., 2014) are concentrated along the front between Hayes Bank
and Roosevelt Island and along the McMurdo Ice Shelf and in the the southeast. In the relatively shallow
water column under the deep draft of the southeastern RIS the semidiurnal tides show maximum amplitude
(Robertson, 2005). Tidally induced velocities there, exceeding 10∼cm/s, provide additional energy for vertical
heat transport to cause higher mode 1 melting while near the amphidromic points under the western and
central RIS (M2, S2; Robertson, 2005) melt rate differences in Arzeno et al. (2014) are low. For reasons of model
stability the shallow water column under the deep ice draft in the southeast are not included in the RSSM
domain, hence do not contribute to tidally induced melting in our study. The largest melt rate differences in
Arzeno et al. (2014) found west of Roosevelt Island and over Hayes Bank correlate with large K1 amplitudes
exceeding 40 cm (Robertson, 2005). We speculate that in this region the mixing energy from tides helps bring
additional heat sourced from mCDW in contact with the ice shelf base. We argue that in the RSSM without tides
the lack of tidally induced vertical heat transfer is compensated by more available mCDW (Ct, Cnt in Table 2
and Figures 9c and 9g) thus resulting in very low melt rate differences between tidal and nontidal simulations.

Without doubt the tidally sensitive processes of mCDW penetrating past the barotropic barrier imposed by the
ice shelf front and the subduction of surface warmed water needs more investigation (modes 2 and 3 ice shelf
melting). Intuitively, the ice draft at the front should play a great role. We speculate that, due to bathymetry
smoothing, the ice front depth in Arzeno et al. (2014) is half of that applied in the RSSM, thus allowing greater
tidally induced mode 3 and mode 2 heat inflow. The shallower ice shelf front combined with their use of
a sea ice model possibly allowing a warmer summer surface layer and applying a different mixing scheme
(presumably KPP in (Arzeno et al., 2014), following (Dinniman et al., 2011), Mellor-Yamada in this study) may
also explain the higher melting and the higher tidally induced melt rate differences compared to the RSSM.

These comments are speculative and based on assumptions and a brief examination of the vertical ocean
structure in the RSSM. A detailed analysis is beyond the scope of this paper.

5. Conclusions
5.1. Circulation Structure and Seasonality
Three anticyclonic (C2, C3, C4) and two cyclonic (C1, C5), persistent circulation features subdivide the dynamic
regime over the Ross Sea continental shelf and under the RIS. Mean annual transports are 0.9, 1.0, 1.4, and
1.1 Sv (C1-4, respectively; C5 not quantified), with individual seasonal lows of less than 1 Sv in April.Currents,
along the north-south running troughs intensify 2 months after the beginning of the model’s polynya sea
ice production, starting in April, and reach peaks in August–November, September, and December–January
for C1, C2, and C3, respectively. We have presented evidence that the seasonal flow intensification over the
continental shelf is predominantly driven by the strengthening of horizontal density gradients through winter
sea ice formation; wind appears to play a minor role in their modulation.

5.2. The Currents Under the RIS
Our results confirm a large buoyancy-driven cyclonic circulation feature (C4) that facilitates water exchange
in the cavity west of 180∘; the eastern cavity is much less ventilated. This has been indirectly suggested by
satellite observations which locate most of the RIS basal mass loss under the western side of the shelf (Rignot
et al., 2013). The main inflow to the cavity is the strong, narrow Ross Island Current (1.1 Sv average; ∼100 km
wide). South of Ross Island it merges with a smaller inflow through Haskell Strait to a combined southward
current of 1.4 Sv. Both inflow dynamics are fueled by gravity-driven HSSW bottom flows. With the start of
sea ice production in the RSP these combined inflows intensify C4 until reaching its annual maximum in
November–December. Contributions to this mechanism were also found from HSSW formed in the McMurdo
Polynya, which is possibly slightly over prescribed in the SSM/I retrieved boundary conditions. A wider, slower,
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and less variable northward flow, centered on the Glomar Challenger Basin, is the main mechanism for the
export of water from underneath the RIS.

5.3. TNBP HSSW
Neither the water mass analysis nor the passive tracer experiment yielded any support for the access of
TNBP-formed HSSW into the RIS cavity. Its distribution in the south seems confined by the edge of the Dry-
galski Basin. Instead, most of the HSSW produced in the TNBP drains northward toward the shelf break near
Cape Adare. We speculate that changes in the TNBP, from a collapse of the Drygalski Ice Tongue, will have
greater effects on the Antarctic Bottom Water formation in the western slope region near Cape Adare than
changes in the RSP. A second possible effect could be the diversion of RSP HSSW northward. In the RSSM both
polynyas supply a dense bottom water table in the south-western Ross Sea, and under the western RIS. If the
TNBP source was shutdown, the 1,000 m deep Drygalski Basin would instead be filled by gravity-driven HSSW
flows from the RSP region. This in turn could slow down C4 and contribute to cooling the RIS cavity.

5.4. Wind Stress Sensitivity
Results of the sensitivity study across four different wind stress schemes suggest that an increase in atmo-
spheric forcing causes an overall slow down of the circulation over the continental shelf and in the cavity. We
attribute this to wind stress-induced weakening of lateral density gradients associated with controlling the
circulation. On-shelf heat transport decreases with less mCDW intrusion onto the shelf which is consistent
with Smith et al. (2014). We hypothesize that three possible effects of global warming, a weakening of the
HSSW production in the polynyas, a dwindling summer sea ice cover, and an increase in extreme wind events
in the Southern Ocean, may result in a cooling of the RIS cavity, slowing the ice shelf’s melting. This has been
suggested by Dinniman et al. (2012) for deeper ice shelf drafts along the WAP where there might be less melt-
ing in scenarios of stronger winds. While at the WAP it is attributed to the removal of heat from deeper waters
through mixing, we propose an additional effect of slowing ocean currents.

5.5. Ice Shelf Protection Mechanism
The specific ocean floor topography in combination with the circulation structure presented in this study leads
us to speculate that the hypothesis of a cavity that cools with increasing wind stresses holds even with greater
and warmer mCDW intrusions onto the continental shelf: (1) both cavity inflow locations, the depression
between Franklin Island, Ross Island and Ross Bank, and McMurdo Sound are oceanographically decoupled
from the deep Southern Ocean. So mCDW has no direct access to these inflow channels and mCDW presence
is topographically confined to the slopes of Crary Bank, Pennell Bank, and Ross Bank (C1-3); (2) the winter deep
convection in the RSP and smaller MMSP eliminates any remaining heat signal that may have been advected
here; (3) the intensification of gravity-driven southward flows starts after the deep convection initiates. There-
fore, melt potential is sourced solely from the difference between the freezing temperatures at surface and
depth and not from potentially warming Southern Ocean water. This can be viewed as a threefold mechanism
for protecting the deep base of the RIS from exposure to oceanic heat. For these reasons, we also confirm
the RIS is host to a cold-cavity (Joughin et al., 2012). Processes similar to the heat blockage by winter deep
convection have been suggested for the Totten Ice Shelf and the Mertz Glacier Tongue (Cougnon et al., 2013;
Gwyther et al., 2014) with the difference that the presence of dense HSSW acts to prevent direct flow of mCDW
underneath the ice.

5.6. Concluding Comments & Outlook
The sensitivity experiments in this study deliberately applied the same surface thermodynamic exchanges in
all simulations. Brine rejection from sea ice production, and thus HSSW formation is decoupled from the wind
stress to ensure the salt released by sea ice is kept constant between the simulations. Accounting (in part) for
the inconsistency between wind stress and ice formation, the three nonzero wind cases maintain similar wind
stresses in the polynyas where sea ice concentration is low and most of the HSSW is generated. Therefore,
the experiment of applying different wind stresses has stronger effects over the edge of the polynyas where
winter-intensified density gradients are most prominent. This configuration circumnavigates the problem
that, in reality, stronger winds may enhance the dense water formation and thus compensate for the effects
investigated in this study. Each represents one component in the set of driving mechanisms. The setup in this
study allows us to isolate, investigate, and quantify the circulation impacts of wind-induced lateral mixing.

On the other hand, it has been shown that model wind forcing of temporal resolution coarser than daily
leads to an underrepresentation of mixing in the surface layer and hence larger surface property gradients
(Kamenkovich, 2005; Kara et al., 2005; Lee & Liu, 2005; Sui et al., 2003). Consequently, the weakening of shelf
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sea circulation with increasing wind stress may in fact be greater than shown in this study that uses monthly
forcing fields. Furthermore, the observed freshening of HSSW in the Ross Sea (Jacobs et al., 2002; Jacobs &
Giulivi, 2010) may also contribute to changing circulation, although the origin of the freshening over the past
six decades is unclear. If it was from melting glaciers and ice shelves located upstream along the Amundsen
Coast, the freshening should be concentrated in the eastern Ross Sea continental shelf (tracer study results
not presented here). We speculate this could strengthen the general east to west density gradient in the Ross
Sea (isopycnals are tilted upward toward the west) and thus enhance southward flows near the surface and
northward flows near the bottom. However, this is highly speculative and there are many other effects the
freshening could have on the system such as strengthening in situ sea ice production by increasing freezing
temperatures or stabilizing the surface stratification delaying the deep convection from sea ice production. It
is also conceivable that if resident water masses are fresher and lighter polynya-produced HSSW will induce
greater density gradients and possibly increase the circulation.

Possible climate change effects such as increased summer surface warming, deepening of the summer mixed
layer over the shelf, and shorter periods of winter surface cooling were also not included in the simula-
tions. These changes also might compensate the negative feedbacks (cooler cavity) through increased wind
stress, reduced density gradients, shrinking sea ice cover, and the ice shelf protection mechanism proposed
in section 5.5. Our hypothesis that stronger winds will slow down the winter circulation needs further verifica-
tion with a coupled sea ice-ocean model and should be tested with different mixing and advection schemes.
More data from field observation and lab experiments are required to better quantify the effect of sea ice on
the transfer of wind stress to the ocean.
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